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Foreword and Disclaimer 
 

This English version of the Machine Learning Quality Management Guideline is a translation 
of 「機械学習品質マネジメントガイドライン  第 3 版」 (Machine Learning Quality 
Management Guideline 3rd edition), published by AIST on August 2, 2022 in Japanese. 

 
The Guideline is assembled by the Committee for Machine Learning Quality Management in 

the National Institute of Advanced Industrial Science and Technology (AIST). 
 
The Guideline is non-binding in relation to laws and regulations/official guidelines. 

Provisions described as normative in the Guideline have normative meaning only if the Guideline 
is adopted voluntarily. The Guideline is distributed on an as is basis, without warranties of 
conditions of any kind, either express or implied. 

 

The Guideline is developed under support from the New Energy and Industrial Technology 
Development Organization (NEDO). 
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1. Summary of the Guideline 

The content of this Chapter is informative. Contents included in this chapter that constitute 
the norms of the Guideline are described again in following chapters. 

The overall structure of this summary is as follows. The chapters and sections in the list 
below show the location of the corresponding content in the main part. 

– Section 1.1 explains the background and purpose of the Guideline. 
– Section 1.2 presents expected ways of using the Guideline (Chapter 2). 
– Section 1.3 analyzes the reasons why quality management of AI is difficult. 
– Section 1.4 mentions an overall concept of quality management process, the concept 

which the Guideline is based on. 
– Section 1.5 presents five viewpoints of external quality (quality viewpoints that do not 

depend on implementation methods and can be evaluated only through use), which the 
Guideline proposes to set as goals (Chapter 3). 

– Section 1.6 complements the previous section and explains why some of components 
generally discussed as “qualities of AI” were not adopted in the previous section and 
views in the Guideline on how they should be addressed. 

– Section 1.7 presents nine aspects of internal quality (quality aspects that depend on 
implementation method and can be managed by measurement or processes), which 
the Guideline proposes to consider as means of the quality management (Chapters 6 
and 7). 

– Section 1.8 presents an overall image of the development process on which the 
Guideline depends (Chapters 4 and 5). 

– Section 1.9 clarifies the relationship between the Guideline and various external 
normative documents (Chapter 11). 

– Section 1.10 explains the structure of the remaining parts of the Guideline. 

1.1. Purpose and Background 

The effectiveness of artificial intelligence (AI), especially machine learning technology, has 
been accepted in broad fields of applications such as manufacturing, automated driving, robots, 
health care, finance and retail business, and its social implementation seems to start to blossom. 
On the other hand, it is difficult to identify the cause when any accident occurs or to explain 
advantages of AI-based products to the amount of investment due to the lack of technologies to 
measure and demonstrate the quality of AI-based products or services. Consequently, wider 
acceptance of AI in the society is lagging, causing a big obstacle to the expansion of AI 
development business. 

The Guideline establishes a basis for quality goals for machine learning based 
products/services and provides procedural guidance for realizing quality through development 
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process management and system evaluations. 
The Guideline aims to enable providers of products and services to evaluate and improve the 

quality of their systems so as to reduce accidents and/or losses caused by AI malfunctions in the 
society. Furthermore, it enables stakeholders to express their product quality using provided 
norms, which can be used for both commercial purposes (e.g., quoting prices of their AI-based 
products) and social purposes (e.g., to express their responsibility to the society). 

1.2. Expected target of the Guideline 

The primarily expected users of the Guideline are providers of products and services which 
are constructed using machine learning (hereinafter referred to as service developers1 ) and 
system developers that actually implement products and services as software. For each product, 
the service provider and the system developer may be either a single entity that develops 
products or services and provides them to end users (referred to as self-development entity) or 
two separate entities depending on the sharing of responsibilities based on contract, sub-
contracting, or quasi-entrustment. Moreover, a service developer may sell implementation of 
machine learning components as a separate product. We primarily expect the Guideline to be 
used as a reference for these entities to share clear goals on required quality in accordance with 
situations in which products or services are used and to realize said quality throughout the 
system development process. 

Furthermore, as a secondary usage, we expect the quality levels set by the Guideline can be 
referred to by end users for judging whether a particular system is safe to use. Also, the Guideline 
is expected to serve as a technical starting point for specifications and evaluation or certification 
of the quality. 

The Guideline is described in a generic way that it can be applied to as broad use cases of 
machine learning technology as possible. For each of specific application area, one can pick 
required parts of the Guideline to make a specialized guideline. In addition, we expect each 
developer may choose to make their own specific version of development guideline to use, based 
on the document. The research project currently plans to publish some examples of such 
document as reference[221]. The following list shows some possible cases of use of the Guideline 
as examples. 

– When an organization for AI-based system development is established for contract, etc. 
 An entity that requests to develop a machine learning based system or a machine 

learning component which constitutes that system (referred to as development 
entruster2) concretizes the Guideline in line with an application and designates it 

 
1 In cases where software developers implement systems in advance and sell these as packaged or 

customized products, such developers are treated as service providers in the Guideline. 
2 The “Guideline for Contract on Use of AI and Data” compiled by the Ministry of Economy, Trade and 
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for an entity to which development is entrusted (referred to as development 
entrustee) as specifications that serve as contract requirements. 

 An entity that is to be a development entrustee refers to the Guideline as a 
standard for process management to guarantee the quality for a development 
entruster and use them as a ground or reference to calculate man-hours and the 
price for order. 

– Design and development 
 An entity that designs and develops a machine learning based system or a machine 

learning component (development entruster or development entrustee) uses the 
Guideline as a standard for process design, system design and quality 
management. 

– Society use 
 A self-development entity or development entruster bases its self-compatibility 

declaration on the Guideline with respect to quality requirement as a social norm 
when a system is provided to the society or used for its own business. 

 The Guideline serves as standards for social consensus on the quality of machine 
learning based systems in the future. 

 The Guideline serves as standards for the design and operation of a third-party 
assessment system on the quality of machine learning based system. 

 
The Guideline is currently applicable for machine learning based systems implemented with 

supervised learning. Although the basic concept can apply to other implementation methods 
such as unsupervised learning, semi-supervised learning and reinforcement learning, a specific 
way of treating them will be added in future revisions. 

1.3. Challenges behind machine learning quality management 

The implementation of artificial intelligence by machine learning is, if simply said, a sort of 
software. However, a conventional concept of software quality management is not technically 
feasible to improve and maintain the quality of machine learning based systems. This section 
sorts out challenges related to differences between AIs and conventional software from several 
viewpoints. 

 
Industry of Japan defines development entruster in the Guideline as “user”, and development entrustee as 
“vendor” or “system integrator”, as it is written mainly for business-to-business development agreements. The 
Guideline, however, uses the term user only for end users of products and services, who are finally affected by 
the quality of the products. 
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1.3.1. Importance of environmental analysis 

Machine learning based products and services are often used under environmental 
conditions whose complexity is difficult to be understood by humans. Compared to regular 
programs for which humans have to analyze and identify complexity of all environmental 
conditions and implement every program codes as rules for judgment, there are high 
expectations on machine learning technology capable of automatically establishing rules for 
judgment based on data without having to identify detailed environmental conditions through 
analytical works by humans as an efficient means for implementing systems that operate under 
highly-complex environmental conditions. 

On the other hand, from the viewpoint of ideal quality management, it is desirable to analyze 
environmental conditions as precisely as possible and understand risks at the early stage of 
system design especially from the viewpoint of quality management of systems whose 
compatibility to rare environmental conditions is called into question. If a machine learning 
technology is used for these systems, analyses on environmental conditions that used to be 
carried out at the time of implementing program codes in the past would be omitted. This is the 
reason why environment analyses at the early stage are important. 

Therefore, it is important to consider how deeply the status of use and environmental 
conditions are analyzed in order to balance between two characteristics (efficiency of 
implementation and environmental compatibility) at an early stage of system design including 
differences from the development of conventional software. 

1.3.2. Lifetime-long requirement for risk assessment 

Generally speaking, a system that operates in real world and constitutes so-called cyber 
physical systems (hereinafter referred to as CPS) has risks originating from external 
environmental changes in addition to risks that exist in regular software systems. Different from 
the implementation of regular software capable of theoretically analyzing and simulating 
unfamiliar situations to a certain degree and taking countermeasures, a machine learning based 
system established based on real data may not be capable of dealing with significant changes in 
data trends originating from changes in our surroundings although we have some anticipations 
on its generalization capability. 

Moreover, a machine learning based system may be designed in a way that it can attain 
practical quality only after additional learning using real data at the operation stage. 

From this viewpoint, it is often necessary to introduce a continuous process lifecycle which 
integrates development and operation so that it can respond to situational changes after the 
system’s initial operation. We need to plan a lifecycle that includes operation-time updates from 
the early stage of the development planning and to reflect its requirements into both the 
operation plan and the contracts between stakeholders. 

However, ensuring a certain level of quality at the starting of operation is often necessary, 
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even if quality management will be carried out continuously. It is true particularly for systems 
with risks that compromise safety. From this viewpoint, the Guideline focuses on quality tests 
conducted in stages from the implementation to the beginning of operation. Moreover, effects of 
risks and the required quality level could be changed by varying the form of system operation at 
the early and full-blown stages, for example, different levels of possibility of risk avoidance due 
to presence or lack of monitoring or intervention of the system by humans. In this case, it is 
required to synchronize the time when the form of operation is changed and the time when 
quality management goals are changed. 

Furthermore, if the system implementation is updated at the time of operation, there is a risk 
that sometimes the quality deteriorates, called regression in software engineering, even if that 
update aims to improve the quality. Therefore, we need a certain form of quality monitoring and 
countermeasures at the time of operation, but they vary depending on forms of development 
and operation. Section 4.3 sorts out some possibility for such operation models. 

1.3.3. Quality assurance depending on data 

A request for quality of data used for building machine learning is often mentioned in data-
oriented development. The Guideline assumes that the quality of data itself is not the ultimate 
goal of quality management but rather the cause of quality deterioration or means for ensuring 
quality. Of course, it is almost indispensable to ensure a certain level of data quality to actually 
ensure the machine learning quality through the lifecycle process management such as the 
Guideline. In addition, when a machine learning based system is developed by sharing works, 
learning data may be sold, bought or shared for development. In such a case, there is a room for 
discussion by treating data quality as an independent character. Moreover, there has been 
pointed out at recent academic meetings that there are security risks such as contamination of 
learning results due to intentional injection of improper data. Effects of such improper data 
cannot be detected by simple numerical evaluations but require checks on data sources from 
broader perspectives. 

The Guideline is supportive of ensuring the quality by means of numerical evaluations to the 
extent as possible, but at least for now, we need to secure the quality through qualitative data 
quality management as well. 
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1.4. Basic concept of quality management 

(note) The Guideline defines quality in use as quality to be provided to end users in the 

whole system. On the other hand, external quality and internal quality are examined at 

component level3 which will be combined into a single system. 

External quality of each component is quality required as a part of system from an objective 

perspective. It includes, for example, security, reliability, and consistency. This external quality 

includes both qualitative and quantitative qualities and cannot always be expressed in single 

measurable indicator. 

On the other hand, internal quality of each component refers to quality as a unique 

characteristic which is specifically measured or evaluated through acts of development 

including design when the component is created. 

Based on this concept, Figure 1 explains hierarchical quality model in which external quality 

of each component is realized through its improved internal quality and is required for 

achieving internal quality of the element in one layer outside. External quality of the whole 

system is realized and provided by a provider of products/services for the sake of quality in use 

viewed from their end users. 

 

 
3 The term internal quality roughly coincides with the “internal measure of the quality” in ISO 25000 series. 

The concept behind the external quality is not directly associated with “external measure of the quality”, 
because the Guideline assumes that external quality is not generally satisfactorily measurable as a numeric 
quality indicator. Instead, the Guideline ensures satisfaction of an external quality level through assessments of 
internal qualities. 
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Figure 1: Hierarchical quality model 

 
In the Guideline, quality of a machine learning based system itself is understood by 1) quality 

in use expected to be satisfied in the whole system in use, 2) external quality expected to be 
satisfied in components of the system built by means of machine learning, and 3) internal quality 
which constituent components built by means of machine learning uniquely have. Quality is 
understood as what satisfies a required level of external quality through improving internal 
quality of machine learning components and realizes quality in use of a final system (Figure 2). 

Four viewpoints listed in Section 1.5 and an overarching viewpoint, AI security, were set as 
external qualities of machine learning components for target of quality management. We focused 
viewpoints unique to machine learning components as internal qualities to achieve said external 
qualities and extracted nine viewpoints listed in Section 1.7 at this stage. The quality goals were 
categorized by level in relation to the first four viewpoints for external qualities, and the 
performance goals were set for each of the nine viewpoints for internal qualities in accordance 
with said categorized levels in order to achieve those goals through various technologies and 
development process management. This is the basic concept of quality management in the 
Guideline. 

Since qualities in use of the whole system to be realized ultimately have different focuses 
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depending on its application, it is not specified specifically in the Guideline (See the following 
supplement). 

 
Figure 2: Overall structure of realization of product quality 

 

Example 1) A module to recognize objects based on front images installed on a self-driving car 

is envisioned. One of qualities in use of automobiles is safety for avoiding collisions with 

obstacles under all environmental conditions under which automobiles can be driven. In order 

to realize this, the object recognition module must have a characteristic that it can correctly 

recognize objects in all possible climate conditions, times etc. as an external quality. Internal 

qualities required to realize this include completeness of learning conditions. This is realized 

by the process of, e.g., preparing machine learning training data. 

 
Example 2) AI to estimate stock prices included in automated stock trading services is 

envisioned. One of qualities in use of the whole service is maximization of profits. A module to 

estimate stock prices must have a characteristic that minimizes errors in stock price predictions 

and maximizes the total of envisioned trading results as an external quality. Internal qualities 
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required to realize this include, for example, the precision of reasoning of machine learning. 

This is realized by optimizing machine learning training parameters. 

 

(Supplement) When a product or service is developed using strict processes to evaluate safety 

and reliability of the whole industrial systems such as IEC 61508 [12] or IEC 62278 [15], a 

requirement for external qualities is of course identified in relation to machine learning 

components in the design process of whole conventional systems. 

On the other hand, if products or services are used for IT services that have strong request 

for machine learning technologies, an expected level of risk is not as high as that of industrial 

systems in many cases. Therefore, it may not be necessary to apply a strict risk management 

process to the whole system development. 

Moreover, if we expect machine learning components to “make a wise decision” in any way 

as an overall use of AI technology, the viewpoints listed in this section may often require 

somewhat direct response to external qualities and qualities in use of the whole system. The 

above two cases illustrate specific cases. 

Based on such observations, Figure 2 is described in a way that qualities in use of the whole 

system and external qualities of machine learning components are paralleled. Moreover, five 

qualities in use, safety, effectiveness, fairness, privacy, and AI security, are exemplified. 

1.5. External quality characteristics to be achieved 

First, the Guideline lists the following four characteristics, risk avoidance, AI performance, 
fairness, and privacy, as axes of the external quality of machine learning components and 
specifies for each of them quality levels. The characteristics are explained in Sections from 1.5.1 
to 1.5.4. 

Those characteristics are, particularly in machine learning models, sometimes difficult to 
achieve together at the same time retaining the best possible result for each. For example, a 
model trained with a lot of data representing risk-prone cases to strengthen its risk avoidance 
capability sometimes performs poorly for the other cases, specifically in terms of accuracy. It is 
also known that measures to improve a model’s privacy or fairness sometimes reduces its 
accuracy. During the development of machine learning based systems, it is often necessary to 
consider priorities among those characteristics and find compromises to keep up more than one 
of them at sufficiently high levels. 

Next, the Guideline names AI security as a characteristic that influence all four others, a 
concern about malicious operations influencing from outside the system the level of 
achievement in the four characteristics. While measures to address AI security may similarly 
reduce the general performance in the other four characteristics, they can be regarded as means 
to maintain the other important characteristics even in a hostile environment. The scope of the 
problems to be treated as within a category of AI security is explained again in Section 1.5.5. 
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1.5.1. Safety or Risk Avoidance 

The safety, on the machine learning component level, is a property to reduce possibilities of 
generating undesirable, probably harmful outputs from a machine learning component. The 
following are some specific examples related to the safety property: 

– Oversight in object recognition for automated driving and false recognition of type 
thereof; 

– Oversight of foreign objects in the detection of contaminants in a food factory’s 
production line; and 

– An order exceeding the acceptable level in automated trading of securities due to illegal 
input such as spoofing 

We have set seven levels of safety, varying from the one that affects many human lives and 
continuity of businesses to the one that only causes minor losses of opportunities for profit 
(Section 3.1). Since the characteristics of safety are closely related to the properties handled in 
safety specifications for conventional systems, we have set four levels (Levels 4–1) 
corresponding to the existing specifications (e.g. SIL of IEC 61508-1[12]) in response to strong 
industrial requests taking the combination and affinity with those specifications into 
consideration. On the other hand, typically for the application of machine learning to IT services 
and smart devices, we added three levels from the practical point of view, because only minor 
damages that are not considered as risks in conventional industrial products are envisioned in 
many cases so that these requests for quality are categorized into the same level Not Applicable 
in the existing safety specifications. 

Generally, in machine learning systems, it is not practical to strictly guarantee a characteristic 
that they always operate safely at all times and machine learning components themselves may 
not achieve qualities in use required for the whole system. When a system is actually built, its 
realization depends in many cases on safety assurance valves by implementing peripheral 
software not on machine learning components. The Guideline recognize requests for qualities in 
use of the whole systems and requests for external qualities of machine learning components 
separately in the same way as conventional specifications for safety and set levels required for 
external qualities of machine learning components based on risk assessments on the whole 
system and its configuration (Section 5.1.1.5). 

1.5.2. AI performance 

As the second axis of characteristics, we focus on applications to fields in which the 
usefulness of machine learning functions is emphasized and categorize it as the axis of 
characteristics of AI performance. A typical application in which priority is given to AI 
performance rather than to safety includes a scenario in which higher average performance is 
required than negative effects caused by individual misjudgments such as request forecasting by 
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retail stores and forecasts of investment decisions. 
In some cases, both AI performance and safety are required. For example, on a price 

forecasting application, an excessive purchase could cause more indirect negative effects on 
management environment than expected, resulting in big economic losses that cannot be 
assessed based only on the average value of profits. In this case, it is necessary to clarify an 
optimal middle ground of two axes of characteristic, AI performance and risk avoidance. 

Since specific targets to be achieved of AI performance (Key Performance Indicator (KPI)) 
differ from one application to another, three levels were set from the viewpoint of how much the 
achievement of those goals is required. 

1.5.3. Fairness 

A kind of social norms or ethics is often required for AI. From the engineering not humanities 
viewpoint, many of these social norms boil down to various existing characteristics of qualities 
in use and the process of their setting. Under these circumstances, we can extract fairness as a 
quality viewpoint specific to AI, which has not been taken into consideration in the past, by using 
a recent statistical technique. 

Although conventional software must make a fair judgment in many cases, its realization 
completes mainly when examinations are made in the design stage. Therefore, other quality 
characteristics such as reliability (software operates correctly as designed) were emphasized in 
the implementation stage. However, in machine learning, probabilistic and statistical behaviors 
are included in the implementation process and learning results so that a prior examination is 
not enough to ensure fairness, and machine learning components as software elements must 
directly realize fairness as a quality. 

From this perspective, the Guideline picks up fairness as the third external quality 
characteristic. In the Guideline, fairness is defined as the absence of different treatment of inputs 
according to factors other than conditions that the machine learning component should use as a 
basis for judgment, with respect to functional requirements specified at the level of the system 
or machine learning component. Examples of such fairness would be cases in which it is 
explicitly or implicitly required that there is no bias in the treatment of racial differences or 
gender in, for example, health insurance estimates or personnel hiring scoring. More precisely: 

– Fairness is defined as the fact that multiple possible inputs or people who produce inputs 
are not treated differently, due to differences in situations other than those defined in 
requirements, under some defined criteria, compared to the requirements for situations 
that should be used as a basis for judgment, which are defined as functions required for 
judgment, classification, etc. performed by a system or component. 
 Depending on the functional definition of the system, situations other than those 

defined in requirements may be specified in a reverse way, as differences in specific 
situations that should be treated equally. The situation can be an attribute that is 
explicitly included in the value of the input to the machine learning component, or 
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it can be a hidden feature that is not included. 
 The criteria for different treatment can be variously specified depending on the 

strength of the fairness requirements of the system, for example, no intentionally 
different treatment, no statistical difference, or algorithmically guaranteed same 
treatment. 

 How to elaborate this definition of fairness for individual cases is discussed in more 
detail in Section 8.5 of the Guideline. 

– In contrast, the term bias refers to the statistical correlation of the output of an 
implemented machine learning component with various characteristics of the input. By 
this definition, unless the output is a constant or random function, it will have some bias, 
but some of the unintentional biases may cause damage to fairness. 

Four elements FAST (fairness, accountability, sustainability, and transparency) are generally 
pointed out as social requests for machine learning based systems. The Guideline focus firstly on 
fairness which can be directly analyzed as a statistical characteristic. 

More detailed discussions on Fairness property, including its background, are given in 
Chapter 8. 

The Guideline does not consider the property that certain levels of safety and AI performance 
are required for all attributes as fairness property, but instead as a property of safety and AI 
performance. For example, a request for quality concerning the effect of differences in gender or 
physical constitutions in protective devices for safety is sorted out as a request for safety so that 
they are safe for all genders and physical constitutions, not as a request for no differences in safety 
due to gender difference. This is because a technical way of realizing fairness can be sufficiently 
balanced out with other performance indicators and it is not desirable to solve the problem by 
improving fairness for some attribute values by reducing safety for the other values. 

Furthermore, as regards this external quality characteristic, we examined which aspects of 
fairness are measurable and can be subject to quality management and how can those aspects be 
realized in machine learning based components in the Guideline. What kind of fairness realizes 
social justice in a specific system should be examined in advance outside the scope of the 
Guideline. These social norms and ethics will be discussed further in Section 1.6.3. 

1.5.4. Privacy 

Information system applications in the real world may handle confidential information that 
should not be widely disclosed to the public in the process of implementation. In particular, the 
protection of personal information, such as various attributes and preferences of natural 
persons, is strictly required to respect the right to privacy as a fundamental human right, and 
the handling of such information is often strictly regulated by laws in each country or region. 
Among information handled by the system, personal information stored apparently as such, e.g., 
gender, race, and facial images, are easy to handle in the sense that it is straightforward to 
carefully consider its handling at the stage of system design and operation. Meanwhile, 
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statistically processed information such as average values should be handled often taking into 
account the fact that there are situations where information is revealed even though it would be 
normally assumed that individuals cannot be identified (e.g., if the input value is for two persons, 
each person can know the specific value of the other from the average), in other words, situations 
where reidentification is possible despite attempts to avoid identification of individuals. 

In a system using machine learning, a machine learning model that uses personal information 
as training data should be treated as data including the personal information of each person in 
some cases (e.g., when used as an authentication system to identify each person) or not in the 
other cases (e.g., when used to estimate the age range of a person other than the person in 
question), depending on the purpose of use of the system. In the former cases, it is often 
sufficient to treat the machine learning model with conventional privacy protection mechanisms. 
However, in the latter cases, it is technically unclear whether making the model publicly available 
would unexpectedly leak personal information that may lead to privacy infringement, 
comparably to or even more so than conventional statistical processing data, and it has been 
pointed out that information leakage does occur in some cases. In such cases, a different 
countermeasure against personal information leakage targeting machine learning models than 
the conventional countermeasure is necessary. 

Assuming the relevance of the case of such unexpected information leakage to this 
characteristic, we decided to deal with the need to take measures to protect privacy through the 
development of machine learning systems as a quality perspective on privacy. This characteristic 
is treated in depth in Chapter 9. Note that although privacy is used in this section as a term that 
particularly corresponds to the strength of the aspect of social demand along with fairness, it 
may be technically applicable from a similar perspective to the handling of confidential 
information such as trade secrets and other information of companies rather than individuals. 

1.5.5. AI security 

Like other IT systems, AI-based systems should also be assumed to be used in a variety of 
malicious ways. Even when the above four external qualities are achieved as expected in normal, 
natural use, if a malicious person modifies the environment or input data, he or she can 
intentionally change the behavior of the machine learning model to prevent the achievement of 
these external qualities, which is generally pointed out as a weakness of machine learning. 
Particularly with systems that are intended to be used by general users or in a city environment, 
it is difficult to detect or prevent such modification of input data, and a special handling is 
sometimes needed if the systems are machine learning based. AI security is chosen as an external 
quality to address these cases. 

As a precaution, the external quality AI security in the Guideline does not cover attacks that 
can or should be handled in terms of conventional IT security or system security. For example, 
falsification of training data considering particular machine learning algorithms classified as 
data poisoning attack is considered as a target of the quality, but attacks that intrude into the 
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development environment of AI models to falsify training data are not. Attacks that tamper with 
image data to cause software malfunctions such as buffer overruns are also outside the scope of 
the quality. These should be managed by the security management process as before and, if 
necessary, by conventional standards, such as the Evaluation Assurance Level (EAL) of ISO/IEC 
15408 [3]. 

On the other hand, it has been reported that unlike security measures for conventional IT 
software, which is expected to work according to specifications when implemented accordingly, 
machine learning models trained with data can often malfunction with certain input data, even 
if the training data are within the assumptions of the specifications (e.g., image data from a real 
environment that have not been altered after their capture by the camera) and that such input 
data can be intentionally created. It has also been pointed out that when publicly available data 
or machine learning models, such as open-source software, are used to build systems, malicious 
modifications that are difficult to detect can be included in those public data. Against these 
problems, conventional approaches such as pre-checking of software security do not work, and 
they should be addressed concurrently with other quality perspectives during the development 
of machine learning systems. 

The quality perspective of AI security to be addressed during the development of machine 
learning models is discussed in detail in Chapter 10, including risks, examples, and possible 
measures. 
 

1.6. Possible other aspects for AI quality 

The Guideline set forth that the quality is managed with a focus on five viewpoints (safety, AI 
performance, fairness, privacy, and AI security) as described above. Generally, various 
viewpoints are under discussion concerning the AI quality. In this section, we summarize our 
thoughts on the relationship with the Guideline for some perspectives other than the five we 
have organized so far. 

1.6.1. Explainability of AI 

The explainability of AI systems is sometimes emphasized as one of the components of 
trustworthiness. In fact, there are several aspects to considering explainability as a quality. First 
of all, from the perspective of explainability of being able to use the product with confidence, or in 
other words, explainability of quality, the Guideline considers this as a property required for 
quality management rather than quality itself. Throughout the Guideline, quality management 
is viewed as a series of activities that enable quality management activities to be explained and 
accepted afterwards with conviction, and explainability from this perspective is the very 
purpose of the Guideline. 

Next, from the standpoint of the explainability of the behavior, explainability in this sense 
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can be considered as one of the means to achieve quality explainability, which is the objective of 
the Guideline. Indeed, if the behavior of a machine learning system is fully explained, it is highly 
likely that its behavior can be logically analyzed and its quality explained in the same way as an 
ordinary program. And even if the behavior cannot be perfectly explained, machine learning 
elements with a simple structure may be expected to be easier to explain the content of the 
behavior, and at the same time have lower quality concerns that may lead to different behavior 
than expected. On the other hand, however, when the environment is complex as described in 
Section 1.3.1, even ordinary software programs that would logically be perfectly explainable 
often do not necessarily lead to reliability, and the explainability of behavior and the 
explainability of quality are not always considered to be the same thing. 

1.6.1.1. Explainable AI 

The idea of explainable AI is often referred to as a form of achieving explanatory behavior. 
Once the technology for explainable AI is well established, where the behavior of AI can be 
logically re-described and organized at a level that is sufficiently understandable, it is expected 
that the achievement of various qualities can be logically explained from the standpoint of 
quality management. However, at least at present, such technology is still under research and 
has not reached the stage where it can be adopted stably and universally as an all-purpose means 
to achieve quality. Of course, if the technology can be applied, it can be a powerful means of 
achieving quality in relation to these guidelines. In particular, it could be a strong means to 
obtain explanations of internal quality specific to fairness (Chapter 8) and stability of machine 
learning models (Section 6.7, Internal Quality C-2). It should also be noted, as mentioned above, 
that even if the algorithmic computational processing of machine learning elements can be 
perfectly explained, it does not always explain their quality in the real world. 

1.6.1.2. Transparency 

For the same reason, we consider transparency to be one of the means of achievement for 
quality management. At least in the field of machine learning, transparency of behavior is a 
rather similar property to explainability of behavior, and may be useful in the analysis of fairness 
and stability. Also, in applications where the resulting machine learning model is not used as it 
is, but is rather designed logically based on the parameters inside the obtained model and 
implemented as a rule base or as an ordinary program not considered as a machine learning 
model in the Guideline, transparency and explainability as an ordinary program may be 
considered. 
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1.6.2. Social aspects such as ethicalness 

As qualities required for machine learning based systems, ethicalness and social validity of 
results and judgments made by machine learning components may be included. For example, in 
fields closely related to personal information (e.g., prior scorings for hiring, crime forecast, etc.), 
it may be required to guarantee that differences in gender or races do not affect judgments 
legally or socially. Moreover, in fields that are likely to cause human and economic damages, there 
may be a case where the validity of possible judgments with different risks is called into question 
(e.g., a judgment made by a self-driving system under a situation where some human damage is 
inevitable). 

The Guideline do not directly examine what kind of judgment machine learning components 
should make to have social validity in those cases, since it should be sorted out by humans in 
advance as a part of required definitions at the beginning of system development. Then, a 
machine learning based system draws out processing results with a high probability to the 
extent possible toward correct output sorted out by humans, and this is considered as a request 
for qualities in use. 

As such, fairness and privacy, which have not been treated as a direct external quality in 
conventional software engineering in particular, is listed in Sections 1.5.3 and 1.5.4 and Chapters 
8 and 9 as one of the external quality axes. As for ethical aspects, we summarize some 
international efforts in Section 11.2 for reference. 

1.6.3. Limit of response to complex external environment 

As a general problem of AI, discussions on the limit of complexity of environments where AI 
can be utilized can draw attention. Machine learning based systems are often incorporated into 
a part of so-called cyber-physical systems in open environments such as streets and public 
spaces. Therefore, it is impossible for AI to make expected judgments under all environmental 
conditions if ultimate conditions are included. This issue is inherently common not only to 
machine learning but also to devices and software that operate in open environments. 
Conventional specifications for reliability engineering such as IEC 62998 [18] seem to intend to 
tackle this issue somehow. 

The Guideline follow the overall concept of past specifications. The adequacy of risk analysis 
and system design required for realizing the quality in complex external environments becomes 
subject to examination of quality management methods with regard only to differences in 
characteristics from conventional software and points to remember for unique analysis and 
design originating from those differences. 
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1.7. Internal quality characteristics subject to quality management 

In the Guideline, the following nine characteristics, in five categories, were extracted as 
characteristic axes of quality management, for the achievement of five external qualities 
described above. Section 12.1 describes the outline of analyses leading to this extraction. 

– A: Designing quality structures and datasets 
 A-1: Sufficiency of problem domain analysis 
 A-2: Sufficiency of data design 

– B: Dataset quality 
 B-1: Coverage of datasets 
 B-2: Uniformity of datasets 
 B-3: Adequacy of data 

– C: Quality of machine learning models 
 C-1: Correctness of trained models 
 C-2: Stability of trained models 

– D: Quality of software implementation 
 D-1: Reliability of underlying software systems 

– E: Operational quality 
 E-1: Maintainability of qualities in operation 

In addition to this section and Chapter 6, we will reorganize our thinking on fairness and 
privacy in Chapters 8 and 9, with respect to perspectives specific to each. 
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Figure 3: Internal quality characteristics focused (1) 
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Figure 4: Internal quality characteristics focused (2) 

1.7.1. A-1: Sufficiency of problem domain analysis 

First, we define sufficiency of problem domain analysis as the fact that the analysis of the 
nature of the actual data, expected to be input to the machine learning component during 
operation, corresponds to the real-world usage of the machine learning application system, and 
that the results of the analysis cover all expected usage situations. 

There are different ways of setting a specific axis for data analysis. The basic concept of the 
Guideline envisions a concept of feature tree in conventional software product line engineering 
and a more simplified method of classifying and organizing the axis as itemized independent 
conditions and capturing specific uses as their combination (See the following examples). 
Moreover, we conduct at this stage both top-down analysis from the request side such as risk 
analysis, failure mode analysis and bottom-up analysis consisting of preliminary data analysis in 
the Proof of Concept (PoC) stage to sufficiently sort out possible situations in which external 
qualities change or deteriorate. 

 
(Example 1) 

We can write down the following situations which a self-driving vehicle running outdoor 

might encounter in machine learning components that recognize traffic lights based on images. 

(Please be reminded that this example is not sufficiently comprehensive for actual application) 

 

Significance of display: Green, yellow, red 

Time zones: Day, night 

Weather conditions: Sunny, cloudy, light rain, heavy rain, snow, fog, etc. 
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Others: 

 

For example, the situation in which “the traffic light is red on a clear night” is one 

combination of situations. 

 
(Example 2) 

We can write down how a machine learning component that predicts the sales trend of a 

retail store is used as follows (this example is not comprehensive, either). 

 

Day: Monday, middle day of week, Friday, Saturday, Holidays 

Weather conditions: Sunny, cloudy, light rain, heavy rain, snow 

Time zones: Morning, before noon, noon, afternoon, evening, night, midnight 

Season: Spring, summer, fall, winter 

Neighboring events: Yes/No 

 

In this example, one combination could be “there is a neighboring event on a holiday 

morning under winter clear sky”. 

 
The sufficiency of this requirement analysis deals with analysis of risk factors in conventional 

software and test designs to include those risk factors when a black-box test is conducted. It is 
also an important characteristic that establishes a unit to grasp and check the quality. On the 
other hand, when machine learning is implemented, minor characteristics above a certain level 
may be left to learning processing in the training stage, and a person who implements the system 
may not give detailed instructions on how to judge individual conditions. We can say that these 
are the biggest benefits. Moreover, in some cases, the implementation by machine learning 
shows better performance than that by humans. From this viewpoint, the configuration of details 
to be included in requirement analysis becomes a very important point in examining an 
implementation strategy of machine learning components taking the quality into consideration. 

Furthermore, when this type of analysis is made, we may recognize a situation which we do 
not encounter in real life and an extremely rare situation in which it is not practical or it is not 
required to respond to guarantee operation (e.g. snowfall in summer) or a rare situation that 
does not appear in training data to be collected but it is required to respond to (e.g. snowfall in 
spring in the Tokyo area). Specifically, it is very important to distinguish those two situations in 
any system for which safety is required and the distinction is directly connected to design of 
safety/robustness of the whole system. At this stage of considering the sufficiency of problem 
domain analysis, it is also important to identify situations that cannot happen in real life and 
eliminate them from examinations in later stages, in the process of identifying rare situations or 
cases difficult to be found based only on data collected from real life that require response and 
designing corresponding systems. 

A specific concept of configuring these situations will be explained in Section 6.1 in more 
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detail. 

1.7.2. A-2: Sufficiency of data design 

Assuming sufficiency of problem domain analysis, sufficient examinations of data design in 
response to various situations to which systems must respond, for collecting and organizing 
sufficient training data and test data, are required as coverage for distinguished problem cases. 

In an extremely simple system, it is enough to mention that corresponding data to all 
combinations of situations identified in the problem domain analysis described in the previous 
section included in training datasets and test datasets. However, if a situation in which a system 
is envisioned to be used is complex, the number of possible combinations becomes enormous. 
Therefore, it is not practical to cover all combinations with datasets. For example, only in the 
simple case mentioned in the above Example 2, the total number of combinations is 700. In a 
real case, this number is envisioned to reach 10,000. In this case, it is required to check 
completeness with a rough granularity level that covers several situations to sufficiently deal 
with combinations of detailed situations in which any danger or reduction in performance is 
likely to occur. There is a concept of coverage criteria applied to design of tests in the field of 
software engineering which aims to achieve practical and sufficient operational completeness 
by selecting appropriate means for each application. 

1.7.3. B-1: Coverage of datasets 

Next, we require that enough data, especially, test data, are given to each combination of 
situations to be supported designed in the previous section without any missing situation, to be 
called as coverage of datasets. Although the property mainly concerns datasets for testing and 
validation for the purpose of quality management, to achieve targeted levels of qualities, it 
matters also on datasets for training. 

When a regular software is developed, the details of all features in real world which software 
operation depends on is grasped in any point from problem domain analysis to implementation 
and reflected ultimately as conditional branching or calculation formula in programs. However, 
when machine learning components are built, more minute situations than a certain degree are 
not grasped explicitly as feature quantity or ground truth labels of training datasets and are only 
included implicitly in training datasets. They will be reflected in final operations throughout the 
training stage of machine learning. The purpose of configurating this axis of characteristic is to 
guarantee that the shortage of learning due to the shortage of data or any oversight of learning 
in specific conditions due to biased data does not occur in any situation or case identified in 
requirement analysis or data design. 

 

(Example 1) 
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In the case of recognition of images of traffic lights mentioned earlier, this characteristic 

means that all forms of traffic lights in each prefecture, their height and distance between 

them, and road conditions around them are included as data without any bias and that training 

is not carried out based only on limited data of a specific city. 

 
(Example 2) 

When image recognition AI that aims to recognize cats from small animals around town is 

to be built and individual characteristics of cats such as breed and size are excluded from 

recognition, this characteristic means that sufficiently diverse images of cats and other small 

animals such as dogs are made available as data and that training does not only target specific 

breeds (e.g. calico cats) in environments where the product is expected to be used. 

1.7.4. B-2: Uniformity of datasets 

A concept contrary to coverage mentioned earlier is uniformity of datasets in relation to the 
overall assumed input data. When each situation or case in datasets is extracted in accordance 
with the frequency of its occurrence in whole data to be input, data are considered as uniform 
(Figure 5). Balance between this uniformity and coverage sometimes needs proper attention and 
evaluation. The prediction accuracy of machine learning technologies is generally supposed to 
improve by using samples extracted uniformly in relation to input environments as training 
datasets. However, the coverage of situations explained in the previous property may be 
emphasized depending on actual application and quality characteristics required therefor. It is 
necessary to consider priority or compromise between coverage and overall uniformity carefully. 

When safety is strongly requested, sufficient training data are required for high-risk 
situations that must be avoided by making correct judgments. If such a rare case occurs and you 
intend to train data by ensuring enough data in relation to that rare case and maintaining the 
uniformity to all other situations, the necessary amount of data might be enormous. In this case, 
priority may be given to training of rare, high-risk situations. 

On the other hand, when overall performance, AI performance is requested, certainty of 
inference results in other cases might deteriorate by giving more priority to the training of rare 
cases than the actual probability of occurrence, thereby resulting in the deteriorated average 
performance as a whole. In this case, standards for coverage for each situation mentioned in the 
previous section are not appropriate. 

Moreover, when fairness is strongly requested, what kind of fairness is requested may change 
our decision. For example, you may choose to give the cases artificially-equal training by 
artificially processing data (selection or addition of data) or let the cases learn at random in line 
with the distribution of extracted training data. 

Since the two viewpoints mentioned in Section 1.7.3 and this Section may be compatible or 
incompatible, you may need to adjust appropriate training data to strike a balance at an adequate 
level. Moreover, different characteristics may be sought in the training stage and the quality test 
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stage. 
 

 
Figure 5: Relationship between coverage and uniformity 

 
(Example 1) 

For example, if snowfall may affect the performance of signal image recognition in an self-

driving vehicle, the necessary training or verification data must be prepared to suppress the 

effects of false recognition even in snowfall conditions that are expected to occur only one or 

two days a year in Tokyo, which is set as the operational area. For this reason, the proportion 

of snow images in the dataset may be increased compared to the actual probability of snow 

events. 

In this case, it may be necessary to prioritize the coverage of the dataset over the uniformity 

of the dataset. 

 
(Example 2) 

On the other hand, if one or two snowy days a year are strongly trained in sales predictions 

of a retail store in Tokyo, the prediction performance in other climate conditions may 

deteriorate and the average profit cannot be maximized. In this case, we might need to give 

priority to uniformity of datasets. Of course, what kind of data is actually prepared as training 

datasets will finally be examined in the implementation process taking the balance of both 

internal quality characteristics into consideration. 
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1.7.5. B-3: Adequacy of data 

In contrast to the properties of the distribution of the dataset in B-1 and B-2, the adequacy of 
data refers to the fact that each item of data in the dataset is appropriate for the purpose of 
training. Adequacy includes not only the absence of errors in the values, but also the absence of 
data that should not be used for training even if the values themselves are accurate as 
consistency, the absence of inappropriate modifications to the data as authenticity, and the fact 
that the data are sufficiently new as currentness. In the context of supervised machine learning, 
two perspectives are also included: adequacy of data selection, which is the adequacy of the 
measurements to be trained where values that correspond to the input side when the machine 
learning component is viewed as a function, and adequacy of labeling, which is the adequacy of 
the correct answers added for training where values that correspond to the output side. 

The quality of the adequacy of the data are primarily determined according to the 
requirements definition for the implementation of the machine learning components. In general, 
the quality needs to be reevaluated when the requirements definition is updated, while there are 
some aspects that can be judged as general-purpose data (e.g. removal of obviously invalid data, 
authenticity and traceability of the dataset as a whole). Even in the development process of a 
single system, when requirements definitions and labeling policies are updated due to trials in 
the PoC phase or regressions in the production phase, the data need to be rearranged to 
accommodate the new requirements and policies, so it is important to carefully consider the 
man-hours and procedures in the development process. 

Although the Guideline aims to evaluate validity through inspection of data as much as 
possible, there are some aspects that are particularly difficult to check from the data itself, such 
as credibility and traceability, and some aspects, such as uniformity of labeling policies, that 
should be achieved through process management. 
 

1.7.6. C-1: Correctness of trained models 

The term correctness of trained models represents that a machine learning component 
functions as intended upon the input from the training dataset consisting of training data, 
validation data, and test data. 

Normally, the training dataset does not provide sufficient information to reflect all input 
given from the in-operation environments. Therefore, a trained model might show high 
performance with respect only to training data, but not to the data other than the training data. 
In other words, a trained model may overfit to the training data and may not generalize well to 
unseen data. When a machine learning component is evaluated using only the validation 
datasets and test datasets, it is not possible to check if the machine learning component 
functions as intended when given unseen data from the environment. Hence it is important to 
evaluate not only the correctness but also the stability, which will be explained in the next section. 
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1.7.7. C-2: Stability of trained models 

The term stability of trained models represents that given an input that is not included in the 
training dataset, a machine learning component behaves in an expected way. When a trained 
model does not satisfy stability, it may not function correctly upon the input data that are not 
included in the training, validation, or test datasets. For example, a trained model may function 
incorrectly when the input is perturbed by natural or adversarial noise. 

1.7.8. D-1: Reliability of underlying software systems 

The property reliability of underlying software systems represents that the underlying 
conventional software (e.g., training programs and prediction or inference programs) functions 
correctly and reliably. This notion includes various software quality requirements such as 
correctness of algorithms, time or memory resource constraints, and software security as well. 

1.7.9. E-1: Maintainability of qualities in operation 

The term maintainability of qualities in operation means that internal qualities fulfilled at the 
time when the operation started is maintained throughout the operation period. The 
maintainability implies the following three aspects; internal qualities sufficiently adapt to 
changes in external environments, they do so also to changes in the system feeding input to the 
AI, and they do not deteriorate due to changes made in trained machine learning models to make 
such adaptations. 

A specific method to realize quality maintenance depends on forms of operation, especially 
on how to carry out additional learning or iterative training. This point will be described in 
Section 6.9.1. 

1.8. Concept of development process model 

1.8.1. Relationship between iterative training and quality management lifecycle 

Machine learning based systems broadly apply more adaptative and flexible development 
processes such as the development of conventional waterfall process, the introduction of 
preliminary experiment stage called PoC and agile development. Moreover, continuous 
development that realizes higher quality in operation and responds to environmental changes 
based on real data obtained in the operation stage is thought to be effective in machine learning. 

Hence, the Guideline defines a system lifecycle process that integrates development and 
operation, which consists not only of early/late-stages of development in which software is 
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actually built but also of the stages of formulating system specifications and operation after 
deployment. Especially, the Guideline considers the following two processes important and 
treats them as a part of initiatives for quality management; grasping quality goals in the problem 
domain analysis stage prior to system design, and monitoring behaviors, obtaining additional 
data, and carrying out additional learning during the operation stage. 

The whole lifecycle is modeled as a hybrid process integrating agile or iterative development 
process in which the progress is managed based on quality inspections or tests and the whole 
top-down V-shaped development process focusing on process management (Figure 6). 

 

 
Figure 6: Conceptual diagram of mixed machine learning lifecycle process 

 
Specifically, works to analyze requirements necessary for the whole system quality are 

regarded as a flow process similar to a top-down process and assumed to be analyzed in detail 
as an independent process before start of actual system development and data reduction. 
Reworking and iterative works at this stage suppose that the same level of consistency is ensured 
as final results even if works are restarted from the middle of the development process. Moreover, 
the process of obtaining additional data in operation and the monitoring process are positioned 
as a part of the iterative quality management process based on the concept of DevOps and should 
be compatible also to the concept of the top-down operation phase in RAMS specifications where 
necessary. 

The stage of so-called PoC development which is seen often in the development of AI is 
categorized as a part of the process of the prior analysis stage leading to the definitions of 
requirements as an important quality management stage. This is a concept of identifying and 
categorizing requirements for quality again, when knowledge and data obtained from PoC are 
utilized, so that quality management in the main development stage and free explorative 
development in the PoC stage are balanced. In the actual development process, a trouble of re-
categorization can be saved by partially introducing the concept of quality management of the 
main development stage in the PoC stage. 
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The lifecycle process in the Guideline is a reference model, and development processes 
carried out by respective developers can be designed as their own. This reference model intends 
to help readers understand individual stages of the development process created in accordance 
with different circumstances in comparison to the Guideline and find out how quality 
management technologies included in each chapter of the Guideline correspond to development 
stages taken care thereby. 

 

(Note) 

The development process of AI has been often categorized as a non-waterfall iterative 

process. When iterative training is given, various works such as addition of collected data, 

change of selection and adjustment of parameters are carried out other than changes in 

algorithm implementation codes. Sometimes, the goals are achieved by modifying the 

principles for implementation and specifications based on those changes, giving training in 

accordance with new specifications and improving the accuracy. On the other hand, gates of 

quality are often established in the form of check before operation and inspections on orders, 

even if products that require quality adopt a circular development process model in reality. 

A model shown in Figure 7 exemplifies, based on the development process of AI 

understood as a iterative system, its relation with the mixed process shown in Figure 6 which 

the Guideline basically assumes. 

To be more specific, several development tests conducted until policies for implementation 

(also called specifications for implementation) are concretized are mapped to several 

circulations in the PoC stage to examine the quality. Then, one or several tests immediately 

prior to the operation stage leading toward training/quality tests and release based on the final 

specifications are positioned as main development stage in the mixed process. 

Occasionally, the specifications need to be modified again after going through the main 

development stage. From the perspective of waterfall process, this is a step back from the 

implementation stage to the requirement analysis stage, but from the perspective of iterate 

process, we do not need to consider it as a serious step back, because it was found out that 

the product was still in the PoC stage. The PoC development stage has an aspect of 

implementation forecast and knowledge obtained in this stage is reflected implicitly in the main 

development stage. Therefore, even if this process is considered as a waterfall type, efforts for 

implementation in the PoC development stage are not in vain. 
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Figure 7: Relationship between the circular process modeling and the model in the Guideline 

(example) 

 
(Note 2) Section 4.1.1 (Page 49) describes changes in operational situations and the concept 

of operation with various gates as an example of application. 

 

1.8.2. Development process by multiple stakeholders 

In the actual development of AI, works may be divided in various forms. For example, a 
service provider itself may take care all of planning, development, and operation. In another case, 
it may outsource only the training stage. Yet in another case, it may entrust stages from system 
design to a model’s development, training, and incorporation into the system. In the quality 
management process defined in the Guideline, a development entruster responsible for product 
planning plays a central role and quality management activities are carried out by everyone 
including developers, etc. Management works for individual stages in the process are shared 
upon agreement between workers. As a result, a development entruster or development 
entrustee may take responsibility for setting qualities in use and external qualities based on the 
purpose of applied systems depending on the form of division4. In any case, it is important to 

 
4 In cases where a requirement for validation that certain performance indicators (accuracy, etc.) should be 

achieved on data given by a development entruster is established as a form of order requirements common 
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reach agreement to ensure sufficient quality for end users together, and clearly reflect the share 
of costs in the contract so that activities in the quality management process that continue until 
the operation starts are not disrupted. 

Sections 5.2 and 5.3 explains some sharing models and remarks when several entities involve 
in development such as consignment development and delta development. 

1.9. Relations with other documents and rules 

1.9.1. Social principles on human-centric AI 

In Japan, the Cabinet Office has defined an ideal relationship between operators and 
developers of machine learning based systems and the society and public in the form of “Social 
Principles on Human-centric AI” [22]. 

In relation to those Principles, the Guideline are primarily positioned as non-binding 
guidance which sorts out technical matters developers themselves refer to and practice in order 
to improve the quality and prevent safety and security from being compromised, when operators 
and developers fully understand those Principles and actually develop machine learning based 
systems and machine learning components therein (Figure 8). Moreover, the Guideline are, 
together with other guidelines and future international standards, also positioned as an element 
that constitutes “Social Principles of Human-centric AI” mentioned therein. 

 
particularly in the development of AI, we need to take note that the development entruster is responsible for 
ensuring so-called data quality where the data is appropriate for learning consistent with the purpose of 
products as explained in Sections 1.7.1 to 1.7.4 of the Guideline. In cases where the development entruster is 
not capable of validating or ensuring data quality, it is necessary to explicitly entrust a part of the work in the 
form of design support work and consider a possibility that the system cannot be built due to the lack of data 
quality when it is actually trained and the work is returned to the development entruster. 
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Figure 8: Relation with the Social Principles on Human-centric AI 

 

1.9.2. AI-related rules and guidelines of foreign governments and international organizations 
concerning AI technology 

In addition to the above principles, norms for social nature, safety and ethics concerning the 
development and use of AI technology have been documented recently in different forms 
[21][26]. As for their relationship with the Guideline, those social norms are positioned under 
verbalized documents as in the case of the Social Principles of Human-centric AI mentioned in 
the previous section and categorized to present one specific method for realizing some of them 
in system development. 

1.10. Structure of the Guideline 

The structure of the remaining parts of the Guideline is as follows. 

– Chapter 2 sorts out the scope of the Guideline and their relationship with existing 
standards again. 

– Chapter 3 sorts out the details about qualities in use mentioned in Section 1.5 including 
decisions on leveling. 

– Chapter 4 shows reference models about the development processes whose outline 
was explained in Section 1.8. 

– Chapter 5 mentions specific methods of operating and applying the Guideline. 
– Chapter 6 sorts out the internal quality characteristics mentioned in Section 1.7 in 

more detail. 
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– Chapter 7 sorts out possible ways of realizing each internal quality characteristic 
described in Chapter 6. 

– Chapter 8 details issues pertaining to the management of fairness, one of the external 
qualities. 

– Chapter 9 describes the management of privacy, another external quality. 
– Chapter 10 elaborates on approaches to security issues in the machine learning quality 

management. 
– Chapter 11 shows reference information such as the relationship with other guidelines. 
– Chapter 12 shows the process of analysis and concept until the Review Committee of 

the Guideline clarifies the internal qualities listed in Section 1.7 (and Chapter 6) as 
reference information. 

 

(Note) 

The Guideline can be read in the following ways (other than reading in order from the 

beginning). 

Read Chapter 5 to understand the outline of the procedures for processes. 

Read Chapter 3 to determine the quality level referred to in the development process. 

Refer to each section of Chapter 6 (and the table in Section 13.1) to clarify check items 

required at each level. 

Refer to each section of Chapter 7 as needed to grasp specific concepts of the above check 

items and applicable technology. 

The definitions of the development stage, etc. referred to in each section are summarized 

in Chapter 4. 
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2. Overview 

2.1. Scope of the Guideline 

2.1.1. Products and systems subject to the Guideline 

Products and services subject to quality management in the Guideline are those that use 
machine learning technology for the building of some of their software components among all 
information-processing systems such as industrial products, consumer equipment and 
information services (hereinafter referred to as machine learning based system in the Guideline). 

The Guideline mainly considers about machine learning components implemented in 
supervised learning although the basic approach can be also applied to other methods of 
implementation such as unsupervised learning, semi-supervised learning and reinforcement 
learning. Future revisions of the Guideline will consider specific methods of handling for them. 

2.1.2. Products and services subject to quality management 

The quality characteristics which the Guideline set goals, manage, guarantee is the external 
quality corresponding to the effect on the system which implements the software component 
built with the machine learning technology (hereinafter referred to as machine learning 
component) that is the internal component constructing the machine learning based system. 

On the other hand, quality management mentioned in the Guideline directly target internal 
qualities machine learning components have. 

We consider that qualities in use of the whole system are realized comprehensively by 
external qualities of elementary parts of that system. Moreover, external qualities of each 
component depend on the quality of internal components or parts and internal quality 
characteristics which are the internal quality of those components themselves. Quality 
management is realized by sorting out the requirements for machine learning components as 
internal quality characteristics and by managing the process toward the achievement thereof 
(Figure 9). However, among system components, software and hardware other than machine 
learning components are explained only within the necessary scope of their relationship to the 
Guideline for the purpose thereof. 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

33 

 

 
Figure 9: Concept of quality requirement of whole AI-based system and means for realizing them 

 

2.1.3. Scope of quality management 

In the Guideline, the term quality management refers to a process of quality activities across 
the lifecycle from the planning stage to the operational stage of machine learning based systems 
and includes such meanings as setting of quality goals, planning, confirmation, quality assurance 
and management. Although the meaning of quality management is wider than quality assurance 
or management of general software, it does not include organization planning and management 
of responsibilities or resources which are included in the meaning of quality management 
defined in ISO9001. 

2.2. Relationship between the Guideline and the other standards for system quality 

Mainly, this part sorts out the relationship between the Guideline and the existing 
international standards for information system quality. Also see Section 1.9 for their relationship 
with guidelines equivalent to superordinate concept such as sociality. 

The Guideline present quality management methods for a variety of applications of machine 
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learning and define systems that require safety as complement or extension of some of 
conventional standards for functional safety (IEC 61508-3 [13], IEC61508-4 [14], etc.). 

– For systems that strongly require functional safety, functional safety standard 
IEC61508-1 [12] or other equivalent standards are primarily applied. 

– For ensuring the required safety level of the machine learning component in the 
targeted system, the Guideline sorts out the issues and methods for ensuring safety 
that is unique to the machine learning and propose the methodology for 
complementing or replacing the methods introduced in IEC 61508-3 [13] comparing 
with the conventional software. 

2.2.1. Security standard ISO/IEC 15408 

The Guideline and information system security standards such as ISO/IEC 15408 [3] are 
independent, and they should be applied simultaneously when needed. Information security is 
a mandatory requirement for systems that require integrity and availability to realize safety 
included in the Guideline, but the basic countermeasures defined in those standards are also 
applicable to machine leaning based systems. 

2.2.2. Software quality model ISO/IEC 25000 series 

The ISO/IEC series which define software quality models, especially ISO/IEC 25010 [7], can 
be partially applicable to machine leaning based systems. 

Since product quality concerning software components are analyzed from the viewpoint of 
conventional software, quality properties sorted out in the above standards are supposed to be 
achieved also in machine learning components. However, since there are differences from 
product quality and analysis and decomposition into components focused in the Guideline, we 
assume that there is no clear relationship between them. Although there is a proposal to improve 
the above standards to machine learning and AI at an international level, we continue to discuss 
this matter in view of future standardization. 

2.3. Definitions of terms 

This section shows definitions of terms used in the Guideline. Some of the terms on artificial 
intelligence and machine learning are subjects of discussions in ISO/IEC 22989 [4]. Definitions 
of those terms in the Guideline are to be aligned after the discussions conclude. 
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2.3.1. Terms related to machine leaning based system structure 

2.3.1.1. Machine leaning based systems/systems using machine learning technology 

A system containing software components (machine learning components, 2.3.1.2) 
implemented by applying machine learning technology. 
(Note) The common terminology “machine learning systems” refers to machine leaning 
based systems or machine learning components (2.3.1.2) depending on the context. 

2.3.1.2. Machine learning component 

A software component implemented by applying machine learning technology. A 
machine learning component realize the functions of trained machine learning models 
(2.3.1.5) as software. Generally, this component consists of prediction/inference software 
component (2.3.1.6) implemented as software and trained machine learning model 
(2.3.1.5) incorporated as fixed input. 

2.3.1.3. Machine learning algorithms 

An algorithm that provides the calculation method for prediction/inference of machine 
learning and for obtaining said calculation method through training. Each of the calculation 
methods correspond to prediction/inference software component (2.3.1.6) and trained 
machine learning model (2.3.1.7). 

There are a lot of types of machine learning algorithms, such as neural networks, 
support vector machines and decision trees and so on. Appropriate algorithms are selected 
based on the type and purpose of knowledge which machine learning components are to 
obtain. 

2.3.1.4. Hyperparameter 

A setting value input in training software component (2.3.1.7) to execute machine 
learning training. It may need to be adjusted in accordance with the progress of training. In 
some cases, a hyperparameter may not exist, adjustment of hyperparameter may be 
omitted intentionally, or a technique to adjust it automatically may be used. 

(Note) As regards the diversity of mathematical structure that can be subject to 
machine learning, which scope is fixed as machine learning algorithms prior to the start of 
training and which scope is set/adjusted during training as hyperparameters are arbitral 
depending on how to implement software and selection of policies for training by 
developers. In some cases, the structure of calculation formula itself is treated as data and 
subject to automatic adjustment for optimization as a part of hyperparameters. 

2.3.1.5. Trained model/trained machine learning model/knowledge base/trained parameter 

Information required as output for training that defines functional operations of 
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machine learning. 
(Note 1) Machine learning model in the Guideline refers to trained machine learning 

model or in-processing data for obtaining said model. 
(Note 2) What is simply called parameter in the context of machine learning technology 

often refers to this trained machine learning model or numerical data included therein. 
(Note 3) Mathematical structures such as neural networks and Bayesian networks are 

sometimes called as graphical model or statistical model. Accordingly, the terms such as 
selection of machine learning model, model design and untrained model may be used for the 
selection of machine learning algorithms and the setting of their parameters. 

(Note 4) In literatures, the term trained model is used in comparison to trained 
parameter either as output of model training or as trained machine learning model 
implemented as specific software. In the Guideline, the term trained model is used for the 
former meaning while the latter is called machine learning component, to clearly distinguish 
output from training itself and pre-implemented prediction/inference software component. 

(Note 5) When the context on machine learning or AI is clear, there may be no problem 
in calling it simply as trained model. 
 

2.3.1.6. Prediction/inference software component 

A part of machine learning components used during operation which is fixed as the 
implementation of software of machine learning models. This component receives a trained 
machine learning model (2.3.1.5) as static or semi-static input and data obtained from real 
environments as dynamic input. 

2.3.1.7. Training software component 

A component to generate trained machine learning models (2.3.1.5) using training 
datasets. This component implicitly corresponds to prediction/inference software 
component (2.3.1.6) as the implementation based on different aspects of the same machine 
learning algorithms so that they are usually used as a pair. 

Although a training software component is not included in machine learning 
components used during operation in many cases, there are the cases (e.g. a system that 
runs the online learning during operation and reinforcement learning) where the training 
software component is included as a part. 
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Figure 10: Relationship between terms concerning the structure of machine learning based systems 

2.3.2. Terms related to stakeholders of development and their roles 

2.3.2.1. Service provider 

An entity that uses machine learning based systems for its own purpose or for selling or 
providing services for customers. Moreover, as regards a business structure in which 
software providers, etc. plan and develop in advance systems in anticipation of services 
provided or used by others and sell them as packaged or customized systems, those entities 
that engage in planning and development are treated according to the service providers. 

2.3.2.2. Self-development entity 

A product development entity designs and implements the machine learning 
components. 

2.3.2.3. Development entruster 

A product development entity that asks others to implement machine learning 
components regardless of the form of contract (service/entrustment). 

2.3.2.4. Development entrustee 

An entity that implements machine learning components upon request from the 
development entruster. 
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2.3.2.5. (Development) stakeholders 

All stakeholders that engage in development and operation of machine learning based 
systems, including production operators, self-development entities, development 
entrusters and development entrustees. 

2.3.3. Terms related to quality 

2.3.3.1. Harm avoidance (Safety) 

A quality characteristic of avoiding negative effects such as human damage, economic 
loss and opportunity loss on operators, users of products or third parties caused by 
undesirable judgements of machine learning components. The improvement of safety 
corresponds to a concept of risk reduction in the safety field. 
[Defined in Sections 1.5.1 and 3.1 in the Guideline] 

2.3.3.2. AI performance 

This characteristic allows machine learning components to output expected by machine 
learning based systems and their users at a higher precision or probability than the average 
in the long run. AI performance is evaluated based on comprehensive performance rather 
than whether the output is acceptable or not. (Defined in Sections 1.5.2 and 3.2 in the 
Guideline.) 

2.3.3.3. Fairness 

The output or distribution of machine learning components is not affected by 
differences in some of the attributes belong to the people or others or the effect is kept 
sufficiently low. 
(See Sections 1.5.3 and 3.3 of the Guideline) 

2.3.3.4. Attack resistance 

This characteristic prevents machine learning components or machine learning based 
systems from reacting contrary to the operator’s expectations in line with an attacker’s 
intention in relation to input data or external environments built intentionally by the 
attacker. 

2.3.3.5. Ethicalness 

The behavior of machine learning based systems is appropriate in the human-centered 
society. 
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2.3.3.6. Robustness 

This characteristic allows systems to maintain their performance level under any 
circumstance. 
 

2.3.4. Terms related to development process 

2.3.4.1. System lifecycle process 

A process management model looking down the flow from the planning of systems to 
the end of operation and disposal. 

[Source of definition: ISO/IEC/IEEE 15288[2]] 

2.3.4.2. Agile development process 

A collective term of agile and value-driven development approaches. 
(Note) This term originates from the Agile Manifest announced in 2001 and can be 

utilized in various forms such as scrum and XP. 

2.3.4.3. PoC (Proof of Concept) 

Preliminary development activities carried out with the aim of validating feasibility of 
ideas to be realized and solution for the problem instead of being realized as products. 

2.3.4.4. Systems engineering 

An approach across several fields to deploy balanced system solutions in response to 
diversified needs of stakeholders. It applies both management process and technological 
process and strikes a balance between them to reduce risks that affect the success in 
projects. 

2.3.4.5. RAMS (Specification and demonstration of Reliability, Availability, Maintainability and 
Safety) 

In the Guideline, RAMS refers to a concept of the comprehensive system lifecycle 
process specified in the standard IEC 62278 [15] (EN 50126) about the reliability 
management process in the field of railway service. 

(Note) The RAMS standards may refer generally to IEC 62278 itself. 
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2.3.5. Terms related to use environment 

2.3.5.1. Environment 

In the Guideline, this term is used in three contexts: 1) External environment, 2) 
computing environments, and 3) operational environment. 

2.3.5.2. External environment 

The physical environment or cyberspace to be the source of input to the machine 
learning based system, and there is interference from the environment to the systems or 
from the systems to the environment. 

2.3.5.3. Open environment 

The external environment whose system operation is greatly affected by the condition 
of the people other than users or the things such as nature. 

2.3.5.4. Environmental condition 

A characteristic which distinguishes the differences in conditions of external 
environment. From the viewpoint of machine learning quality management, we focus 
especially on changing characteristics such as the status of hazard and risks. 

2.3.5.5. Computing environment 

Software execution environment where machine learning components, 
prediction/inference software components and training software components are 
executed. It may include hardware environment, operating systems and middleware on 
which computing environment is based depending on situations. 

2.3.5.6. Operational environment 

Operational environment includes computing environment and operational structure of 
humans. 

2.3.5.7. In-operation environment 

Production environment where machine learning based systems are provided. 

2.3.5.8. Runtime (computing) environment 

Computing environment of computers, clouds and IoT devices where machine learning 
based systems including machine learning components are operated in in-operation 
environment. 
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2.3.5.9. Development environment 

Computing environment where machine learning components are built and modified 
and such modifications do not affect actual operation directly, and operational environment 
including computing environment thereof. 

 

2.3.6. Terms related to data used for building machine learning 

2.3.6.1. Training dataset 

A set of data used for training of machine learning models in the iterative training 
phase. 

2.3.6.2. Training data (instance) 

Data included in training datasets. 
(Note) Generally, the term data is used for both single instance and a set of instances. In the 
Guideline, the term data is used only for the former, while the term dataset is used for the 
latter, to avoid this ambiguity. That is, the term dataset is used for the case that it is treated 
as one set which can be the target of discussion about the distribution and the total 
quantity of a set. On the other hand, the term data is used to refer to individual data points 
or discrete data points before it is captured as a block. The relationship between these 
terms is described by expressions of the relationship between set and element such as 
added to dataset and included in dataset. 

2.3.6.3. Validation dataset 

A set of data used for evaluating convergence of machine learning models in the 
iterative training phase. 

2.3.6.4. Test dataset 

An set of data used by machine learning models built as input in tests as one or more 
means for checking the desired quality and performance in the quality check/assurance 
phase. 

2.3.6.5. Adversarial examples 

Data built with intention so that the inference results to be different from assumptions 
or intuition are output when it is input into the machine learning components. 
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2.3.6.6. Overfitting 

Trained machine learning models are adapted excessively to training data and it 
becomes impossible for them to return desired output in response to input data other than 
training data. 

2.3.6.7. Attribute 

Each itemized element to analyze and classify the characteristics of environmental 
conditions in ML problem domain analysis. 

2.3.6.8. Value 

Types of specific characteristics of environment included in each attribute classified in 
the ML problem domain analysis. 

2.3.6.9. Labels 

Identifiers belonging to data used for classification problems in supervised learning, 
indicating correct classes which they belong to. 

2.3.7. Other terms 

2.3.7.1. Software regression 

In software engineering, this term means that, when software is improved, it stops to 
operate as expected in response to input which did not cause problem before. 

(Note) In machine learning and statistical analysis, the term regression is often used as 
regression analysis. 

2.3.7.2. SIL (Safety Integrity Level) 

The classification of levels related to the achievement of functional safety of products as 
specified in IEC 61508 [12][13][14]. 

2.3.7.3. KPI (Key Performance Indicator) 

An indicator which quantifies the attainment level of functional requirements to be 
attained by output from machine learning components through machine learning based 
systems. 

2.3.7.4. Continuous learning 

A form of operation to collect data and carry out additional training for machine 
learning during operation and to update trained machine learning models when necessary. 
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(Note) This is a concept including not only online learning described below but also 
additional offline learning. 

2.3.7.5. Online learning 

A form of system implementation in which additional training is carried out without 
going through the validation process in development environment and its results are 
reflected in operation environment. 

(Note) In the Guideline, a form of carrying out additional learning in development 
environment and updating model parameters by such means as firmware updates after 
going through the assurance process without online learning is called additional offline 
learning. 
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3. Levels for external quality characteristics 

As described in Section 1.5 of the Guideline, the Guideline defines five aspects of external 
qualities for machine learning components contained in machine learning based systems. In this 
section, we set target levels of quality for each aspect. The procedures for determining target 
levels in development will be provided in Section 5.1.2. 

3.1. Safety 

For the safety aspects, quality levels are classified into seven AI safety levels (AISL 4, AISL 3, 
AISL 2, AISL 1, AISL 0.2, AISL 0.1, AISL 0). Throughout the Guideline, causes of the safety risks 
include both physical hazards such as injury of humans and economic hazards as well. 

The required AISL shall be determined using Table 1 and Table 2, depending on the nature 
of corresponding hazards5 . If the cell containing the” *” in Table 1 is referred, the functional 
safety standard IEC 61508-1 [12] or any similar standard for specified application fields is 
consulted first, safety function is assigned for the components in the system, and the SIL 4–1 
assigned to the machine learning component in question or any equivalent assignments in other 
related standards is translated to AISL 4–1 respectively. Optionally, even in the other cases, 
stakeholders can apply risk analysis based on IEC 61508-1 or others and assign AISL based on 
the SIL evaluation result. 

In the meantime, the Guideline does not expect AISL 4 or 3 is directly assigned to any machine 
learning component. In that case, the overall system design should be reconsidered to reduce 
risks caused by the machine learning components in question. 

 
Table 1: Estimation of AI safety levels for human-related risks 

Expected severity of 
hazards/possibility of 
avoidance 

Unavoidable Avoidable via 
human oversight 

Human check or 
manual operation 
always needed 

Simultaneous deaths of 
multiple people 

* * * 

Death or injury of one 
person 

* * * 

Injury causing permanent 
disability 

* AISL 2 AISL 1 

Serious injury * AISL 1 AISL 0.2 

 
5 Each AISL is described to correspond roughly to safety integrity levels 4~1 of the standard IEC 61508 of 

functional safety. Furthermore, to precisely recognize safety requirement strength to be categorized as No SIL 
applicable, the corresponding AISLs are divided into three classes as 0.2, 0.1 and 0. 
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Minor injury AISL 1 AISL 0.2 AISL 0.1 
Minor injury (where 
possible victims can avoid 
the hazard easily) 

AISL 0.2 AISL 0.2 AISL 0.1 

No damage is expected AISL 0 AISL 0 AISL 0 
 

Table 2: Estimation of AI safety levels for economic risks 
Expected severity of 
hazards/possibility of 
avoidance 

Unavoidable Avoidable via 
human oversight 

Human check or 
manual operation 
always needed 

Damages affecting 
continuity of business 
entities 

(AISL 4) (AISL 3) AISL 2 

Serious damage that 
undermines business 
operations 

(AISL 3) AISL 2 AISL 1 

Considerable/specific 
damage 

AISL 2 AISL 1 AISL 0.2 

Minor loss of profit AISL 1 AISL 0.2 AISL 0.1 
No damage is expected AISL 0.1 AISL 0 AISL 0 

 

(Note) AISL 0.1, 0.2, 1, 2, 3, 4 may be considered to correspond to Sensor Performance 

Classes A to F in IEC 62998 [18] respectively. AISL 0.1 to 3 may also be considered to correspond 

to Performance Levels PLa to PLe in ISO 13849 [1] respectively. 

 

3.2. AI performance 

For the AI performance aspects, quality levels of components are assigned by the agreement 
between stakeholders based on the following criteria. 

– AIPL 2 (mandatory requirements): 
 When it is indispensable or strongly expected that the product or service satisfies 

certain performance indicators (e.g. accuracy, precision or recall) for the system’s 
operation. 

 When the fulfillment of the certain performance indicators is clear stated as 
requirement in contracts. 

– AIPL 1 (best-effort requirements): 
 When certain performance indicators are identified as an factor for satisfying 

purpose of the product, but AIPL 2 is not applicable. For example, when shorter 
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development period is beneficial, or when gradual improvement of performance 
to a satisfactory level during in-operation phase is acceptable. 

– AIPL 0 
 When performance indicators are not specified at the beginning of development, 

and discovery of a performance indicator itself is the purpose of development. 
 When the development completes at the PoC stage. 

3.3. Fairness 

Quality levels of components for fairness aspects are determined based on the following 
criteria. 

 

– AIFL 2 (mandatory requirements) 
 When a certain level of fair treatment is required according to the laws, regulation 

or equivalent de-facto social guidelines. 
 When the product deals with personal data and its output directly affects right of 

individuals. 
– AIFL 1 (best-effort requirements) 

 When it is possible to define the requirements that there is no bias into the 
product or the services. 

 When there is possible demand for the explanation of the fair treatment provided 
by machine learning component (or AI in general) that might affect social 
acceptability or operation of the product. 

– AIFL 0 
 When there are no identifiable requirements for fairness of the product or service. 
 When the product or service would be affirmatively accepted even if their outputs 

are unfair or non-uniform, in consideration with other factors such as 
performance. 

 When requirement for fairness is understood as high performance regardless of 
input class. In this case, it will be interpreted as a requirement for diversity 
support of input classes, related to other properties (safety or performance). 
(For example, in an application to detect some mechanical defects, if a detection 
rate for some specific defect class is relatively high, there are no need to decrease 
the detection rate to match with those for other unfavored classes). 
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3.4. Privacy 

When the data subject is a natural person linked to personal data, protection of the personal 
data shall ensure that right to privacy of the data subject is not threatened. When dealing with 
the right of the data subject, the provisions for personal data protection processing referred to 
by national and regional laws and regulations shall be followed, and at the same time 
organizational measures shall be applied. In addition, further technical measures should be 
adopted to achieve the level of personal data protection expected from an ethical point of view 
and to reduce the threat of personal data leakage from the artefacts of machine learning 
component development (Section 9.3). 
 

・ AIPrL 2 

 When the product or service represents an explicit and potential threat to the 

protection of data subjects and requires personal data protection processing and 

organizational measures and application of technical measures to reduce threat of 

re-identification as well, aimed at compliance with applicable laws and 

regulations. 
 

・ AIPrL 1 

 When the product or service represents an explicit and potential threat to the 

protection of data subjects and requires application of personal data protection 

processing and organizational measures aimed at compliance with applicable 

laws and regulations. 
 

・ AIPrL 0 

 When there is no data subject protection requirement for the product or service 

in question. 

 When the product or service in question represents an explicit and potential 

threat to the protection of data subjects and requires application of organizational 

measures aimed at compliance with the applicable laws and regulations that 

stipulate the protection. 
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3.5. AI security 

For AI security, no level specific to this external quality is set at this time. The basic approach 
is to conduct risk assessments for usage and development situations according to the strength 
of the requirements of the above four quality characteristics, and to implement countermeasures 
when necessary. 
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4. Reference models for development processes 

This chapter explains the development process reference models for machine learning based 
systems which the Guideline refer to on the premise of discussions. 

The reference models mentioned in this Chapter do not force developers to adopt a certain 
development method of machine learning based systems. Rather, they aim to add referable 
names to internal components and development processes of general machine learning based 
systems and compare recommendations provided for in the Guideline with actual development 
processes. By this way, the respective unique configurations and development processes can be 
compared with this model. 

As shown in Figure 6 (page 26), the Guideline roughly divides the development process of 
machine learning components (and the principal parts of machine learning based systems that 
contain them) into three phases. 

4.1. PoC trial phase 

In the earliest stage of system development, the PoC trial phase as a development lifecycle 
process is sorted out as the preparatory stage to identify a possibility of performance attained 
by a system, quality degradation risks and its possible cause in advance of defining the functions 
of the whole process. Quality management activities in this phase are sorted out as important 
preparatory works for quality management activities in the main development phase in the 
context of quality management defined in the Guideline. From the viewpoint of data science, 
analytical activities in this phase are closely associated with subsequent risk analysis and 
requirements analysis and their results are often used in the subsequent main development 
phase. In order to attain sufficiency of requirements analysis (Section 6.1), it is essential to make 
efforts in the PoC trial phase. The Guideline stipulate that the adequacy of those activities is 
checked again in each step of the main development phase ultimately. This allows quality 
management activities to be conducted on a trial-and-error basis in the PoC phase without 
restrictions. 

4.1.1. Handling of PoC phase including trial operation 

Moreover, PoC does not only mean simple data collection and analysis, trial training, and 
build-out of models but includes what is tested in an in-operation environment, although final 
products will be used in different situations for example, under monitoring by humans. 
Furthermore, the operation stage may be divided so that quality requirements continuously shift 
to different operational conditions. The Guideline considers such type of development with 
physical operation divided in several stages as equivalent to the whole development lifecycle 
including the main development phase in relation to the system building stage in each stage and 
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treat all achievements in the early operational stage as knowledge obtained from the PoC stage 
in later stages of development (Figure 11). 

 

 
Figure 11: Handling of development process with several operational stages (example) 

 

4.2. Main development phase 

The main development phase is a process from when system’s functional requirements are 
confirmed by means of the efforts in the PoC trial phase to immediately prior to the in-operation 
phase. This phase includes system definition equivalent to very early stages of development of 
conventional systems and integrated tests prior to final operation and shipment. 

In the main development phase, a lifecycle which mixes a part of conventional waterfall early-
stages of development and iterative development processes specific to machine learning 
components is defined as a model. To be more specific, system requirements for each component 
including functional definitions and risks analysis of the overall system, analysis and 
decomposition of effects of components and machine learning components are decided. A series 
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of processes which sets the goals for the last integrated tests prior to shipment are sorted out 
pursuant to the conventional waterfall model. Moreover, components of software and hardware 
other than machine learning components are assumed to adopt the conventional waterfall 
development model or agile development process6 capable of ensuring the same level of quality 
as needed in late-stages of development. On the other hand, a development process of specific 
machine learning model equivalent to late-stages of development of machine learning 
components defines the iterative development process model again in the following section. 

4.2.1. Machine learning model building phase 

After risks which machine learning components have to deal with as well as quality 
requirements are specified in the main development phase, a machine learning model is built 
and its external qualities are tested using indicators for internal qualities and this process is 
repeated until the model passes a test. This is called machine learning model building phase. 

A model which breaks down this phase into more specific process is shown in Figure 12. Each 
process of this model aims to correspond it to the descriptions in the Guideline by comparing a 
development process specific to each developer with this model so that it is not to restrain the 
development process unambiguously. 

 

 
6 Agile development process here means test-driven development or another non-waterfall style of 

development process which includes quality assurance activities comparable to those of waterfall processes so 
that expected levels of quality is reasonably explainable. It does not include all forms of non-waterfall 
development. 
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Figure 12: Process model in the stage of machine learning building 

 

 
Figure 13: Example model of preprocessing for training 
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4.2.1.1. ML requirements analysis phase 

In the machine learning requirements analysis phase, conceptual quality requirements for 
machine learning components are concretized by sorting out characteristics of data input to or 
output from machine learning components and re-organized as specific requirements for build 
data in the ML model building phase. In the actual development of machine learning based 
systems, performance requirements and quality requirements are specified in many cases based 
on data characteristics or specific datasets. By explicitly including this analysis phase, it becomes 
possible to sort out a specific method of managing data quality and the relationship with other 
components in terms of quality management. This phase is closely related to internal qualities 
mentioned in Sections 6.1 and 6.2. 

4.2.1.2. Training data composition phase 

In the training data composition phase, training, validation, or test datasets are generated in 
accordance with specifications for ML requirements. This phase is explained below in line with 
composition of training data shown in the upper left side of Figure 12. 

4.2.1.2.1. Dataset design and adjustment step 

In the dataset design and adjustment step, sufficient data are collected for each case in 
accordance with the specifications for ML requirements and design is carried out to generate 
datasets suitable for training. Output of this step is unprocessed datasets and preprocessing 
programs. In cases where it is found that trained machine learning models do not satisfy the 
specifications after going through training, the process may return to this step to adjust the 
design of datasets. 

4.2.1.2.2. Preprocessing step for training 

In the preprocessing step for training, raw datasets generated in the dataset 
design/adjustment step in Section 4.2.1.2.1 are processed into datasets suitable for training. As 
Figure 13 shows, there are cases where each process is performed in random order, in parallel, 
or repeatedly. 

4.2.1.2.2.1. Data selection 

Datasets used for training, validation and tests are selected considering coverage and 
uniformity from a large quantity of raw datasets. Since coverage and uniformity are traded off, 
the balance between them should follow the specifications for ML requirements. 
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4.2.1.2.2.2. Data cleaning 

Noise removal, data forming, complement of missing values and removal of outliers are 
carried out so that original characteristics of the datasets can be trained. 

4.2.1.2.2.3. Data Augmentation 

In order to ensure the amount of training data or test data and to prevent overfitting, data 
variants are generated and added to datasets. For example, controls such as rotation, scale-down, 
reverse, change in luminosity and background replacement of image data are carried out to 
generate variants. 

4.2.1.2.2.4. Label addition 

Labels for supervised learning that show correct answers suitable to achieve requirements 
are added to the dataset. 

4.2.1.2.2.5. Feature extraction and selection 

Feature extraction is performed to add new features useful for model training, and feature 
selection is performed to reduce unnecessary features. For example, feature extraction uses 
techniques such as calculating frequency components by Fourier transform and finding the 
principal components of a plurality of features. If useful features are obtained, in many cases 
more unnecessary features can be reduced by feature selection. 

4.2.1.2.3. Data preparation step 

In the data preparation step, processed datasets generated are divided into training, 
validation, and test datasets. Training datasets and validation datasets may be replaced during 
iterative training. 

4.2.1.3. Iterative training phase 

In the iterative training phase, machine learning models are designed in accordance with the 
specifications for ML requirements and training and validations are repeated using datasets 
created in the training data composition phase. This phase is explained below with reference to 
the flow of iterative training shown in the top right of Figure 12. 

4.2.1.3.1. Model design and adjustment step 

In the model design and adjustment step, hyperparameters necessary for training including 
the structure of learning models, learning algorithms and various parameters are designed in 
accordance with the specifications for ML requirements and training software components are 
created. Hyperparameters may be adjusted in response to the results of validations and tests. 
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4.2.1.3.2. Training step 

Machine learning models are trained using training datasets based on designed 
hyperparameters. 

4.2.1.3.3. Validation step 

Validation datasets are input into trained machine learning models to evaluate models based 
on evaluation indicators such as accuracy, precision, recall, F values, etc. of learning models. 
Generally, several machine learning models are trained with several hyperparameters and 
evaluated relatively to judge their adequacy. 

4.2.1.3.4. Postprocessing step 

In the postprocessing step, models are transformed to adapt trained machine learning 
models to in-operation environment of inference servers, edge devices, etc. and learning models 
for implementation are generated. 

The following are some specific cases. 

– Transformation of models appropriate for in-operation environment by computational 
performance 
 Changes of calculation precision 
 Compression and speed-up of models such as distillation, quantization, etc. 

– Optimization of models appropriate for in-operation environment for efficient 
inference 
 Compiling of models such as parallelization, vectorization, etc. 

The figure of a process model envisioned in the Guideline expects this postprocessing to be 
placed immediately after the iterative training phase and the quality check and assurance phase 
to be carried out under conditions close to the time of in-operation. However, postprocessing is 
often carried out as a part of the process of building the whole system after the quality check 
and assurance phase of machine learning components in actual development. In this case, the 
quality checked in the quality check and assurance phase may change or deteriorate at the time 
of in-operation, and it may become necessary to re-validate numerical equivalence in the test 
stage of the whole system. 

4.2.1.4. Quality check and assurance phase 

In the quality check and assurance phase, tests are designed in accordance with the 
specifications for ML requirements to carry out evaluations tests of learning models for 
implementation. This phase is explained below with reference to the flow of quality check and 
assurance shown in the bottom right of Figure 12. 
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4.2.1.4.1. Test design step 

In the test design step, programs required for tests are created and test data are added in 
accordance with the specifications for ML requirements. Test data to be added may include cases 
where data are generated by means of pre-processing data augmentation and cases where 
trained models generate data which tend to make erroneous inferences. 

4.2.1.4.2. Test step 

In this step, the accuracy of learning models for implementation is evaluated based on 
regular indicators such as accuracy, precision, recall, F values, etc. using test datasets, and its 
stability is evaluated using other data such as data made by adding noises to ones in the datasets. 
In cases where any evaluation result does not satisfy the specifications for ML requirements, the 
process returns to the previous phase to adjust learning models and training datasets and 
modify the specifications for ML requirements. 

4.2.2. System building and integration test phase 

This stage is not part of the machine learning building, but it is described here due to the 
order of the procedures. 

In an ideal development situation, all quality requirements for machine learning components 
are pre-arranged through the PoC trial phase, and all achievements can be confirmed up to the 
machine learning building phase. 

It is hoped that no problems will occur at the subsequent stage of system building and 
integration testing. 

In actual system development, complex real environment requirements analysis may not be 
perfect, unexpected interactions may occur with other components, and the effects of defects in 
other components may spread. Quality defects in machine learning components due to these 
various factors often occur during the so-called integration testing stage. Moreover, especially in 
a large-scale and complicated system, the prior data are inevitably insufficient as test data, and 
in many cases, inspection in the actual environment/system after integration is indispensable. 
In addition, it is conceivable to reproduce the inspection for rare cases that cannot be prepared 
in advance in the data composition phase at the stage of integration test. 

In any of these cases, if a test fails, ML requirements analyses are partially modified and the 
whole machine learning model building phase is repeated again. In order to avoid this enormous 
amount of repeated work, it is desirable to accurately record the content of quality management 
activities conducted in each phase of each stage of machine learning building so that the effect 
of modifications can be grasped correctly and partial modifications are made without fail. 
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4.3. Quality monitoring and operation phase 

After the system is deployed in actual operation, the activity to maintain the performance by 
continuously monitoring the quality at the operation stage and making necessary corrections is 
clearly positioned as the quality monitoring and operation phase. Although this phase is placed 
outside the development phase in a more restricted sense in the waterfall V-shape development 
model, it already exists in the concept of system lifecycle such as the RAMS standards. 

We consider that, in many cases, the quality needs to be managed during operation, from the 
viewpoint of 1) When qualitative requirements analysis based on prior data does not capture 
the actual environment and 2) When an environment at the time of operation is different from 
the environment when prior data were prepared, in machine learning based systems. 

In various applications of machine learning, there are various patterns to update trained 
machine learning models in actual operation, because they cannot be classified uniformly. 
Therefore, the Guideline classify such patterns into two categories. 

1) Pattern of carrying out re-training of machine learning in development environment and 
deploying it in operation environment after conducting tests. 

2) Pattern of carrying out additional learning automatically in operation environment so that 
the system is self-adapted. 

Section 6.9 summarizes the principles for these patterns individually. 
 

 
  



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

58 

 

5. How to apply the Guideline 

5.1. Basic application process 

In this section, we overview the process of applying the Guideline. 
Although this section focuses on the build-out of machine learning components, it includes 

processes such as analysis of whole systems which is deemed to have been carried out from the 
past in the scope necessary for explanation. Therefore, in cases where a specific development 
process has been built for the adaption to international standards and a person in charge of 
development can explain its adequacy, modifications such as addition of any necessary stage 
listed in this section based on that existing process may be made. 

5.1.1. Identification of functions in charge in machine learning component system 

This paragraph can be skipped in cases where the functions which machine learning 
components should fulfill within the system such as safety are fully identified in conventional 
system development processes (e.g., IEC 61508 [12]). 

In cases where qualities in use of overall machine learning systems have been unidentified, 
qualities in use and external qualities of machine learning components are identified through 
the following process. 

5.1.1.1. Prior examination on safety functions/check of applicable standards 

– Whether a machine learning based system requires safety functions over a certain level 
which is roughly higher than SIL 1 or non-negligible personal injury is envisioned is 
examined in advance. 

– In cases where safety functions are required, applicable functions should be selected 
from IEC 61508[12][13][14] or standards of each application field and follow that 
process. 

5.1.1.2. Identification of system function requirements on purpose and goals 

– The purpose of using the system, the scope of envisioned use environment and KPI to 
be achieved are identified at an overview level. 

5.1.1.3. Examination on risk scenarios related to system use 

– Examine a possibility that the system’s functional requirements are not achieved, or 
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the system becomes incompliant to the purpose of use or social requests and list 
damages that may be caused in that case and other disadvantages. Respond to risk 
assessments. 

 

5.1.1.4. Examination of requirements for characteristics of qualities in use of overall system 

– Examine the quality required when the system is in use using quality metrics of any 
system. 
 As an example of means when there is no appropriate option, the three axes of 

external quality characteristics listed in Chapter 3 shall be applied to qualities in 
use to judge which disadvantage examined in the previous section is applicable. 
Then, the degree of severity thereof is judged based on the standards mentioned 
in each section of Chapter 3 to correspond them to the quality levels. 

 The maximum level should be identified for each of the three axes, and they shall 
be the level of qualities in use which the system should achieve. 

– However, in cases where existing safety standards are adopted in Section 5.1.1.1, a 
safety level in relation to physical damages shall be decided based on quality indicators 
such as functional safety, etc. applicable to the existing standards. 

5.1.1.5. Identification of components that contribute to the achievement of system component 
design and functional requirements and quality characteristics during use 

– A combination of system components is designed to differentiate functions achieved 
by machine components and conventional software from those achieved by machine 
learning components. 

– Moreover, it is analyzed which component of system the achievement of the 
characteristics of qualities in use depends on. 

5.1.2. Identification of required level for achieving external qualities of machine learning 

components 

– A level of achievement of external qualities is identified by means of the following 
procedures. At this time, machine learning components should specifically contribute 
to qualities in use. 

– As regards risk avoidance, when any conventional standard for functional safety is 
applied to risks of physical or human damages, an analysis based on the conventional 
standard has priority, and a functional safety level to be achieved by machine learning 
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components as software based thereon shall be replaced with a level of achievement 
required for safety of machine learning components. 

– Other cases are defined as follows: 
 Basically, a characteristic level of qualities in use required for the whole system 

shall be a level of achievement of external qualities required for machine learning 
components. 

 In cases where undesirable output from machine learning components is 
monitored and corrected such as modification by overwriting the output by means 
of software components (Figure 9) processed serially or parallelly with machine 
learning components and sufficient quality is judged to be ensured for said 
software components by means of any conventional method, a quality 
characteristic level required for machine learning components is one level lower 
than the whole system level. 

 When machine learning components do not contribute to or interfere with the 
achievement of the quality characteristic level required for the whole system at all, 
no level of achievement of said quality characteristic, Level 0, should be set for 
machine learning components. 

5.1.3. Identification of level required for internal qualities of machine learning components 

– For each item of the internal quality characteristics listed in sections of Chapter 6, a 
level required for each characteristic is deducted from the level of achievement 
required for the determined external quality characteristics described in the preceding 
paragraph in accordance with the relationship set in Chapter 6. 

5.1.4. Realization of internal qualities of machine learning components 

– A method of realizing the level required for the internal quality characteristics 
mentioned in the preceding paragraph is examined in accordance with each section of 
Chapter 7. 

– The realization of each characteristic is assured by means of the technologies and 
processes listed in each paragraph and other technologies deemed to be equivalent. 

5.2. (Informative) Entrusting AI developments 

The content of this section is informative. 
The work explained in the previous section sometimes cannot be covered within one 

organization, thus requiring an entrusting of development. This section mentions points 
development entrusters and development entrustees should pay attention to when they work 
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together, especially in dealing with AI specific aspects. Regarding the contract issues around the 
ownership of IP and sharing of compensation for damage, please see Section 11.1.1 “Contract 
guidelines for AI of the Ministry of Economy, Trade and Industry”. 

5.2.1. Exploratory approach 

When an entrusting of development starts for some machine learning component, it is often 
difficult for entruster to clearly provide KPI and acceptance criteria to entrustee. Therefore, an 
exploratory approach is required. The difficulties of this approach is similar to the problems we 
encounter when applying so-called agile development to the product development process that 
requires strict cost management and quality. Thus, enterprise agile practices are expected to be 
beneficial. 

For example, the PoC phase described in Section 0 can be viewed as Inception phase as 
described in DA (Disciplined Agile 7 ). In this phase, the development entruster and the 
development entrustee should build a consensus on the purpose of the PoC phase of AI such as 
PoC exit criteria and deliverables to the next phase. The deliverable list (e.g., decision on test 
strategy and basic architecture) recommended in Inception phase in DA can be utilized for this 
activity. It is highly important to set goals for the PoC stage gate. To prevent any missing out 
important points, and to appropriately promote subsequent phases, the following two aspects 
should be covered in the PoC phase. i.e., requirement clarification and feasibility study (see Figure 
14). For both activities, two perspectives should be taken care: Terminate condition of PoC and 
PoC outcome to be provided to the entruster. 

 
7 A summary of best practices for businesses to adopt agile development. It was acquired by PMI (Project 

Management Institute) in 2019. https://disciplinedagiledelivery.com/ 
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Figure 14: Activities and deliverables in the PoC phase 

 

5.2.2. Role clarification of entrusters and entrustees 

The clarification of roles to be performed by development entrusters and development 
entrustees, for each work in the process described in Section 5.1, will protect both side from 
risks and prevent overlook of necessary works, leading to a quality assurance of machine 
learning components. 

One example of developing tailor-made AI from scratch is shown below. Terms XXX, YYY, etc. 
are to be filled in appropriately. 
 

Table 3: Example division of roles 

Step Task for development entruster Task for development 
entrustee 

1. Safety standards To examine primarily checking 
applicability of existing 
standards. 

To confirm the examined 
result. 

Consensus formation
Between entruster/entrustee

 Definition of “PoC” or termination condition
 Outcome of PoC to be inherited to next steps

Requirement analysis

Possible outcomes

Feasibility study

Key factor for requirement specification

Key performance indicator ?

Machine learning algorithm to use

Basic architecture

Trained model ?

Risk list ?

Test/validation plans and tactics ?

Activities in PoC phase
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2. Functional 
requirements of the 
system 

To describe/provide in natural 
language document, based on 
the requirements of XXX. 
Qualitative expressions of 
qualities in use to be included. 

To review provided 
document to clarify the 
purpose and goals. 

3. Risk scenario To prepare risk list for some 
similar products YYY 
Presentation of constraints. 

To analyze based on some 
established method of ZZZ, 
Update where necessary. 

4. Qualities in 
use/external qualities 

To present priorities and 
constraints between quality 
aspects (e.g., quality 
characteristics indispensable for 
the given product). 

To assert quality levels to be 
targeted. If applicable, use 
three external quality 
characteristics. 

5. Design of system 
components 

To review and confirm. To perform system design. 
For reviews by the entruster, 
provide materials AAA. 

6. Levels for external 
quality aspects  

To review and confirm. To identify and propose 
target levels. 

7. Internal qualities To review and confirm. To examine and propose the 
levels of target quality 
aspects and methods for 
achieving these. 

8. Realization of internal 
qualities 

To provide dataset sources. 
To review test reports. 

To perform quality enhance 
methods examined above 
and report. 

 
The details in the table would differ depending on the project, and the contents once decided 

may change, when the work is repeated. 
 

(Example 1) 

In some cases, no specific KPI nor quality target can be presented by entruster, and using 

particular training dataset may be the only clear request as a practical measure (the condition 

defined in the contract). In this case, additional training data are likely to be required as a result 

of conducting an analysis on internal quality related to data described in Section 6. It is 

desirable for both sides to recognize such a risk and reach an agreement on necessary 

arrangements (their roles) in advance, considering Point 7 in the above table. 

 

(Example 2) 

When the development entruster lacks understanding or has ambiguity about the quality 

to be achieved by the machine learning components in the early stages, such activities as 
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Presentation of priority and constraints in the above table can be hardly made. In this case, the 

development entrustee side may present an initial idea as to qualities in use (in a bottom-up 

manner taking the outline of system design into consideration) in the first PoC phase. In the 

subsequent main development phase, the roles are to be updated as the entruster vision 

becomes clearer. 

 
In the case of the PoC phase, the content of each step in Table 3 may change, but entire step 

is not unnecessary. On the other hand, in the main development phase, the loop within Step 8 is 
usually sufficient, if the goals for the PoC stage gate have been set and cleared appropriately. 

However, depending on the projects, the goals for the PoC stage gate must be dropped or 
compromised. This means that there may be no clear separation between the PoC phase and the 
main development phase, leading to uncertainty of the outlook for quality management. In this 
case, the development entruster shall take the risk, and it is usually left to the development 
entruster’s judgment, whether to accept it and what to do with the work division for mitigating 
the risk. 

5.2.3. Notes on determining the detailed roles 

We explain here the results of extracting and examining the items to be noted from the 
perspective of AI with reference to “Guide to Quality Assurance in Connected World” [212] of 
IPA/SEC, to concretize works and make arrangements in the development lifecycle as described 
in the previous section. 

1) System and organization that can fulfill accountability 

In AI development, quality evidence is often based on the process perspective only. It is so 
important to clarify the definition including who can approve it. Also, we should consider 
underlying risks in the process. 

Example: Regarding the training dataset preparation, it is not enough to describe the 
preparation of raw data provided by entruster. We should care about who will perform 
preprocessing (e.g., data cleansing) and who and how will confirm that those preparation has 
been appropriately achieved. 

It is important to consider and specify compromises and logics both sides can agree on in 
advance in the face of time and cost constraints. 

2) Test 

Even if the training of models is completely up to the entrustee side, the entruster usually 
must have deep understanding of the content in the following phase, i.e., quality check and 
assurance. For that purpose, it is desirable to not only define evidence but also make 
arrangements as to the method and scope of tests, and what to give up in terms of effectiveness 
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and efficiency, so that both sides feel convincing as much as possible when the contract made. 
It is important that both sides cooperate for the purpose of final quality improvement. For 

example, any act just focusing on clearance of verification, such as using test datasets presented 
by entruster for training, must be strictly avoided. 

3) Quality management during operation 

Regardless of immediacy of model update, continuous quality management is indispensable 
for the machine learning component even after its release, as described in Section 4.3 “Quality 
monitoring and operation phase”. Therefore, it is necessary to include the design and 
implementation of optimal quality management methods during operation in accordance with 
system functional requirements in the scope of works. 

For example, both sides may discuss on identification of data to be obtained for performance 
evaluation and environmental data which cannot be grasped completely during development, 
and the system implementation for obtaining and saving those data during operation. 

5.3. (informative) Notes on delta development 

Existing software components are often recycled not only in machine learning based systems 
but also in systems and services which use software components. In machine learning, 
additional learning is applied to certain data to customize it based on trained models. It is 
complicated to guarantee the quality of recycled products. 

As a fundamental principle, in order to ensure both conventional functional safety and the 
quality of machine learning covered in the Guideline, the guidelines for assuring quality in 
situations where a new system is used such as context is consistent from the analysis of 
conditions in use through the definition and implementation of functional requirements to tests 
with regard to the quality of systems which use recycled software components. There are, for 
example, the following methods to realize this consistency, any of which should be chosen in 
accordance with a quality level required by the system and the state of components provided. 

1. A new quality management process is established in the context of new system including 
detailed checks of datasets in which recycled machine learning components called older 
datasets are installed, and quality management is carried out independently from older 
components. 

2. Quality management activities equivalent to those described in the Guideline are carried out 
with respect to recycled machine learning components. When a level of quality management 
higher than the requirement of the new system is carried out, especially when we can clearly 
confirm that an envisioned condition in use is a subset of envisioned situations of older 
components including the case where they are the same with regard to sufficiency of problem 
domain analysis, it is necessary to check if the quality is not deteriorating due to additional 
learning as needed with reference to records of original quality management. 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

66 

 

It is difficult to apply this method if said components are not conscious of quality from 
the beginning, since quality management of older components should have been carried out 
and recorded sufficiently. Moreover, because the analysis of conditions in use implicitly 
assumes certain context of use, it may be difficult to judge comprehensiveness. 

Furthermore, a developer that provides machine learning components as general-
purpose parts can improve reusability by completing quality management activities in 
advance in anticipation of this type of recycling and by clarifying the envisioned quality 
levels. 

3. When a relatively low-quality level is required for application, quality management activities 
with a focus on the test phase should be examined on the assumption that existing datasets 
are considered as an unknown black box. For example, 
– For Section 6.1 Sufficiency of requirement analysis and Section 6.2 Coverage for 

distinguished problem cases, make a fresh analysis for a new system to set a new quality 
targets. 

– For Section 6.3 Coverage of datasets and Section 6.4 Uniformity of datasets, prepare new 
test datasets based on new result of requirement analysis, and check achievements of 
these characteristics to a certain degree during the test phase. 

– For Section 6.6 Correctness of trained model and Section 6.7 Stability of trained model, if 
additional learning is carried out, make an evaluation in the validation/test phase using 
performance indicators obtained during additional learning, and using training datasets 
added based on new requirement analysis. When additional learning is not carried out, 
make a validation based on new result of requirement analysis in the test phase, or to 
perform evaluation during integration tests on the whole system. 

However, the current descriptions of Chapters 6 and 7 reveal that it is difficult to carry out 
sufficient quality management activities by using only sampling-type tests of training results 
without analyzing datasets used for training. It is practical at this stage to obtain detailed 
information on older datasets and combine it with a white box approach described in the 
previous paragraph. 
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6. Requirements for quality assurance 

This chapter sets the following nine internal qualities as the quality management 
characteristics to manage quality of machine learning components mainly for the purpose of the 
achievement of the two qualities in use, safety and AI performance. Section 12.1 explains the 
analyses leading to the setting of these internal qualities. On fairness, we will present 
requirements specific to it in Chapter 8 as well as in this chapter. On privacy, we will show 
requirements specific to it in Chapter 9. 

6.1. A-1: Sufficiency of problem domain analysis 

6.1.1. General 

Sufficiency of problem domain analysis means that usages of a target machine learning based 
system are analyzed sufficiently and every requirement for the system is captured as described 
in Section 1.7.1. 

Problem domain analysis is important especially in the early stage of development of a 
conventional software which is used for a safety application. The main purpose of requirements 
analysis for the development of machine learning based systems in the Guideline are as follows. 

1. Sufficient identification of cases in which risk management is needed, mainly in 
applications requiring safety. 

2. Sufficient identification of attributes of objects for which inequality is not allowed, 
mainly in applications requiring fairness. 

3. Sufficient analysis of real world in order to verify that training datasets and test 
datasets are comprehensive and appropriate extractions of the real world, to all 
requirements including AI performance. 

Sufficiency of requirement analysis is always required not only for machine learning based 
systems but also equipment and services controlled by software. 

However, if any situation where machine learning based systems are used is overlooked at this 
stage, there are few opportunities for taking note of an error from the data collection stage to 
the actual training and test stages, so that it is likely to cause malfunction that occurs for the first 
time in the stage of final system test in real environment or the actual operation stage. 

On the other hand, if the details of all possible situations where machine learning based 
systems are used are analyzed including minute differences, the analysis results can be 
implemented as a regular software component, and there is no merit in using a machine learning 
technology. 

To put it another way, it is impossible to make comprehensive and thorough analyses in 
advance for such applied systems. That is why there is demand for having systems acquire 
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knowledge through machine learning in any way. 
From these two viewpoints, it is extremely important to appropriately set levels of detail of 

requirements analyses in machine learning based systems in terms of both quality assurance and 
feasibility and efficiency of implementation. 

They correspond to the judgments of what do humans need to analyze and what should we 
have machine learning acquire. The maintenance of appropriate balance between these two 
viewpoints is an important goal of requirements analysis in quality management of machine 
learning. 

6.1.2. Approaches 

The two goals of this internal quality aspects described in this paragraph are 

– Clarifying what is required for machine learning components; and 
– Clarifying the limited scope which machine learning components have to deal with. 

6.1.2.1. Extracting and listing attributes (characteristic viewpoints) and attribute values (specific 
features) 

First, inputs in real world which can be extracted as specific characteristics are organized 
from the aspects listed below. Each identified viewpoint will be referred to as attribute, while 
the specific features belonging to the viewpoint as an attribute value. 

The following examples can be given as attributes and their viewpoints. 
 

1. Attributes that characterize the differences in output required for machine learning 
components as functional requirements. 
 In supervised machine learning, supervision labels are different. 
 For example, in the recognition of numeric characters, 10 distinctions from 0 to 9. In 

anomaly detection, whether there is any anomality is detected. 
2. Attributes whose output is the same but require machine learning components to explicitly 

respond at a functional specification level. 
 One example is a case where, in character recognition, the specifications are set that 

each of l and ℓ and l and / should be recognized correctly. 
 Another example is that, when the specification says that various kinds of obstructions 

such as pedestrians, bicycles and automobiles with crossing movements are to be avoided 
in automated driving, each kind of object should be identified as a separate attribute 
value. Or, gender and age groups in the scoring for recruitment that requires fairness 
apply to this paragraph. 

3. Attributes for which deterioration risks of performance expected for machine learning 
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components are likely to be different significantly in real operation 
 Some examples include climate, distinction of day and night, backlight and front light 

and movement speed in the case of outdoor object recognition. 
4. Elements whose expected output is the same due to the characteristics of machine learning, 

but it is difficult to find a common ground by the model after learning or they can be 
recognized as different internally. 
 For example, in the case of outdoor object recognition, different characteristics of 

objects may be captured in the daytime and nighttime, or another example is the 
distinction of the horizontal and vertical installation of traffic lights. 

 Another example is that different forms of handwritten numbers such as 1 and / are 
categorized into several characteristics which differ greatly depending on countries of 
origin. In order to recognize all different types, it is necessary to intentionally include 
them at least in training datasets and test datasets as different general populations, 
even if they are not clarified in the functional specifications. 

5. Characteristics which make it difficult to specify the method of evenly collecting learning 
data as a process when data are collected. 

6. Differences which humans can easily capture, though there are no differences as described 
above, e.g. kinds of animals, skin color, etc. 

7. Object which humans cannot recognize or explain their characteristics with word, but it is 
possible to extract enough samples without bias. For example, it is difficult to analyze all 
possible ways of describing the number 8 in advance. However, if people do not intentionally 
write various styles of the number 8 and we have a sufficient number of randomly extracted 
samples, they are expected to be unbiased samples. 

8. Cases where it is extremely easy to mechanically cover and complement differences. For 
example, once required specifications are established, it is possible to mechanically generate 
samples of parallel shift of images, color changes and expansion of rotations within a certain 
range, and intentionally synthesize training data and test data. 

 
We make up a list for candidates of possible attributes from requirements analyzed on the 

overall system, and then we should determine whether each attribute is picked up for explicit 
target of management by the developers or is left to machine learning without picked up. To 
determine that, the level of risks related to values of each attribute and the type of the application 
using machine learning should be considered. Results of PoC trials may be useful as a reference. 
In general, the characteristics shown earlier in the above list 1 to 3 are highly likely to be 
extracted as attributes. In contrast, it is often reasonable to leave the characteristics shown later 
7 to 8 for machine learning without extracting them as attributes. However, the diversity of data 
types corresponding to attributes left to machine learning will be examined in the third internal 
quality coverage of datasets, so that it is necessary to take this point into consideration in the 
analysis, too. 
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6.1.2.2. Combinations of attributes that should be excluded 

Impossible combinations of attribute values should also be examined. The purpose of 
examination is to distinguish cases which should be excluded as functional requirements such 
as snow in summer in Tokyo from cases which should be handled as functional requirements such 
as snow coverage in winter which occurs very rarely. It is important to make this distinction, 
because it will become impossible to determine whether lack of data is acceptable and to explain 
the quality of quality management method itself in subsequent quality management. 

To be more specific, after attributes and attribute values corresponding thereto are listed, 
impossible combinations of attribute values are selected based on system requirements. 

6.1.3. Requirements for quality levels 

For sufficiency of requirement analysis, it is required to handle the following three levels in 
accordance with the level of external quality. 

The correspondence between external qualities and internal qualities regarding the required 
level is as follows. 

– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: More than Lv 3 (some requirements will be added to Lv 3) 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 

– Fairness 
 AIFL 1: Lv 1 or above 
 AIFL 2: Lv 2 or above 

The requirements for each level of internal qualities are as follows. 

– Lv 1 
 Examine and record the major cause of possible deterioration of quality. 
 Based on the examination results, design data and reflect it in necessary attributes. 

– Lv 2 
 Analyze risks of deterioration of quality in use in overall system and their impact 

with a certain level of engineering coverage and record the results in documents. 
 Analyze if any measure is required for each of those risks, and analyze attributes 

related to the risk which are contained in an input to machine learning 
components. 
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 Analyze and record the application-specific characteristics of environments which 
will generate machine learning input, with regards to the difficulty for machine 
learning and other aspects. 

 Examine sets of attributes and attribute values, based on the results of those 
analysis and record the background of such decisions. 

– Lv 3 
 The following activities are carried out in addition to those listed in Lv 2. 
 Investigate documents on own past examination results and those of others with 

regard to elements to be extracted as characteristics of system environment and 
record the background of examinations leading to the extraction of necessary 
subsets. 

 Investigate past examination results in line with application fields of systems with 
regard to deterioration risks of qualities in use of overall systems and record the 
examination results including the background of selection. 

 Moreover, extract deterioration risks of qualities in use of overall systems using 
engineering analysis such as Fault Tree Analysis and record their results. 

6.2. A-2: Sufficiency of data design 

6.2.1. General 

On the basis of the sufficiency of requirements analysis described in the previous paragraph, 
it requires careful consideration of data design as coverage for distinguished problem cases in 
order to secure sufficient training data and test data with respect to various situations systems 
need to respond to. More specifically, the number and details of combinations of attribute values 
focused in the stage from training data preparation to testing process is considered at this stage. 

In an ideal situation, for example, if there are sufficient data corresponding to all 
combinations of attribute values (direct products of attributes) for combinations of attributes 
that are supposed sufficient as described in the previous paragraph, it can be said that it covers 
all possible situations in the real world. However, the number of attributes may reach 10 or more 
in actual system development so that the number of combinations of attribute values may often 
reach thousands or millions. In this case, it is crucial to consider appropriate coverage and design 
for quality management in this paragraph. 

It is important to focus on two viewpoints in actual quality management. First, combinations 
of attributes that may cause malfunction or misjudgment need to be reliability addressed at the 
training or testing stage. Second, at the same time, it is necessary to cover as much as possible 
all situations which the machine learning based system to be implemented may encounter 
during operation from the viewpoint of both the quality of training and the quality of 
deliverables. 

Such a problem has been addressed as a task of test design in developing conventional 
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software. However, in machine learning where not only the testing process but also the 
implementation process is performed based on datasets, it is unique that the same task is 
required in the implementation process. 

Some practical solutions to the excessive number of combinations for test design have been 
already presented in conventional software engineering. The Guideline aims to provide practical 
and sufficient training and quality tests by applying such existing knowledge to machine learning 
applications. 

 

6.2.2. Approaches 

Firstly, if the number of attributes to be recognized is very small and the total number of all 
attributes where the impossible cases described in the previous paragraph are deducted is only 
10 to 20, their combinations are named as cases, and they are checked if all cases are included in 
test datasets and training datasets in later stages. 

On the other hand, if there are too many combinations when the total of those attributes are 
used or sufficient data cannot be acquired especially in rare cases, combinations of some 
attribute values should be extracted under certain standards and set as cases to cover all those 
combinations. For example, in the example of traffic lights listed in Example 1 in Section 1.7.1, 
such combinations as daytime green, daytime yellow, nighttime red, daytime rainfall, nighttime 
rainfall and red signal in rain are extracted and called as cases to make sure that data applicable 
to these combinations is included in test datasets. Even if all attributes cannot be covered 
completely, it is possible to intend to achieve a certain degree of coverage by avoiding cases 
where high-risk situations such as nighttime rainfall are not included at all in datasets or 
eliminating cases where red signal is not included in training at all. When considering such 
simplified coverage, the data of red signal and daytime rainfall are included in the several cases 
such as daytime rainfall, daytime red signal and red signal and rainfall at the same time. 

Furthermore, completeness should be guaranteed more specifically in applications that 
require high quality by introducing mathematical coverage criteria to such extraction works. In 
the case of black box tests in software engineering, methods such as the sampling rate of random 
sampling, the orthogonal table and pair-wise test and the coverage criteria based on them are 
known, we should select appropriate means for each application. 

6.2.3. Requirements for quality levels 

The handling of the following three levels is required for coverage of distinguished problem 
cases in accordance with a level of each external quality. 

The correspondence between external qualities level and the required level of this internal 
qualities are as follows: 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

73 

 

– Safety 
 AISL 0.1:Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 3 should be examined. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 

– Fairness 
 AIFL 1: Lv 1 or above 
 AIFL 2: Lv 2 or above 

The requirements for each required level for the above internal quality are as follows. 

– Lv 1 
 Set cases for each of attributes corresponding to major risk factors. 
 Moreover, set cases corresponding to combinations of composite risk factors. 
 Furthermore, extract attributes of differences in particularly-important 

environmental factors and prepare cases corresponding to combinations with 
serious risk factors. 

– Lv 2 
 Satisfy all requirements listed in Lv 1. 
 Particularly-important risk factors should satisfy, in principle, the standards for 

pair-wise coverage. To be more specific, a case of combining an attribute value of 
combination of those factors and individual attribute values included in all 
attributes other than those to which the attribute value belongs should be included. 

– Lv 3 
 Based on engineering consideration, set standards for coverage of attributes and 

establish sets of combinations of attribute values that satisfied standards for 
coverage as cases. 

 The level of strictness of the standards for coverage such as pair-wise coverage, 
triple-wise coverage, etc. should be set taking into account system usage and risk 
severity. Standards can be set individually for each risk where necessary. 

6.3. B-1: Coverage of datasets 

6.3.1. General 

The term coverage of datasets means that enough data are given to each of the cases covered 
by establishing the standards as described in the previous paragraph without omissions for the 
input possibilities corresponding to each of the cases. 
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When conventional software is developed, the details of all characteristics in real world 
which software operations depend on are captured at any stage from the machine learning 
requirements analysis phase to the implementation phase and reflected in software components 
in the form of conditional branching or calculation formula. On the other hand, when a machine 
learning component is built, differences in details exceeding a certain level are not captured as 
attributes of ML requirements analysis or labels at the time of training but are reflected in 
ultimate operations through the training phase of machine learning as a distribution of datasets 
used for learning, as described in Section 6.1. The purpose of establishing this characteristic axis 
is to guarantee that no inappropriate learning behavior occurs due to lack of data with regard to 
characteristics of those unidentified details as attribute values. 

6.3.2. Approaches 

The main purposes of this quality aspects are to achieve sufficient level of quantity and 
coverage over input situation. However, since there are characteristics whose minor differences 
have not been identified as attributes, the latter coverage often has no choice but to depend much 
on the process of collecting and processing data. On the other hand, when the standards for 
coverage are introduced in Section 6.2, it would be possible to test if attributes which are not 
included in cases are distributed without bias. 

Moreover, as regard the former quantity, it is important to appropriately define granularity 
of how to set the cases described in the previous section, but it is possible that sufficient data for 
specific cases cannot be obtained, for example, in rare cases where the frequency of occurrence 
is low. In those cases, it may become necessary to take measures in the whole development 
process for evaluating the response status by means of tests on the whole system by partially 
abandoning coverage of datasets for cases that lack specific data and after covering looser 
coverage standard. 

6.3.3. Requirements for quality levels 

The correspondence between external qualities level and the required level of this internal 
qualities are as follows: 

– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 3 should be examined. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 
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– Fairness 
 AIFL 1: Lv 2 or above 
 AIFL 2: Lv 3 

note: We consider that this quality characteristic is important in dealing with data 
bias, which is an important factor that impairs fairness. 

The requirements for each required level for the above internal quality are as follows. 

– Lv 1 
 Consider the source and method of acquiring test datasets to ensure that no bias 

is found in application situations. 
 Extract samples without bias from original data for each case to ensure that no 

bias is found. 
 Record activities carried out to prevent bias from entering. 
 Check that there are sufficient training data and test data for each analyzed case 

in the training phase, validation phase, and so on. 
 When sufficient training data cannot be acquired for any case, review and loosen 

the coverage standards and record what should be checked individually by system 
integration tests in line with the original standards. 

– Lv 2 
 The following activities are carried out in addition to those listed in Lv 1. 
 Grasp an approximate probability of occurrence for each attribute value or each 

case. 
 Check if acquired data are not deviated from the distribution. 
 Positive check other than acquisition methods should be made regarding the 

coverage of the data included in each case. 
 For example, in each case, when there is any attribute not included in that 

case, extract the distribution related to attribute and check if there is no 
significant bias. 

– Lv 3 
 Acquire certain indicators for coverage of data included in each case in addition to 

those listed in Lv 2. 
 For example, check if there is no correlation between data other than 

attribute values included in combinations of cases using feature extraction or 
any other technique. 

 Or consider an expected distribution of attributes not included in each case, 
and analyze and record differences. 
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6.4. B-2: Uniformity of datasets 

6.4.1. General 

Evaluating only the coverage of each case in the previous paragraph does not always mean 
that all datasets are good sampling of the overall environment expressed by input data. When 
the probability of occurrence differs significantly from case to case, simply preparing samples 
for each case will generate datasets with a large bias as a whole, which may significantly impair 
performance, especially in terms of AI performance. On the other hand, when performance is 
required for rare cases that probability of occurrence is very low, it cannot be generally coexist 
the preparation of the practical amount of uniform data without bias for all input and the 
preparation of the sufficient amount of data for rare cases. For example, when 100 training data 
are required for an event that occurs at a frequency of one millionth, it is not usually acceptable 
that the number of cases of all unbiased data is 100 million. From this viewpoint, it is considered 
that the uniformity in this paragraph needs to make an appropriate compromise in some cases, 
contrary to the coverage in the previous paragraph. 

In general, it is required to prepare sufficient training data for combinations of attribute 
values with risks which should be avoided by making correct judgments when safety is strongly 
sought. When such a risk occurs on rare occasions, an enormous amount of data might be 
required for training all other cases with sufficient amount of data. In such case, it is quite 
conceivable to focus on training of particularly rare risky cases. 

On the other hand, when overall performance (AI performance) is required, by focusing on 
training rare cases more than the actual probability of occurrence, the inference accuracy 
deteriorates in other cases, and it may also worsen average performance. In such case, it is not 
always appropriate to deeply explore the coverage of detailed cases in the previous section. 

Moreover, when fairness is strongly required, it may change whether the training should be 
artificially equivalent between cases or should be randomly trained according to the distribution 
of extracted training datasets, depending on a type of fairness required. 

6.4.2. Approaches 

The basic concept itself is to focus on cases of overall in the topic of coverage in Section 6.3.2. 
While taking care not to bias in the process of acquiring whole datasets, it is necessary to monitor 
the frequency of occurrence of each attribute value as appropriate. 

Rather, as stated in general, in this section, it is important to consider how to coexist with the 
coverage in the previous section and data design. 
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6.4.3. Requirements for quality levels 

The correspondence between external qualities level and the required level of this internal 
qualities are as follows: 

– Safety 
 AISL 0.1: Lv S1 or above 
 AISL 0.2/1: Lv S2 or above 
 AISL 2~4: Requirements to be added to Lv 2 will be examined. 

– AI performance 
 AIPL 1: Lv E1 or above 
 AIPL 2: Lv E2 or above 

– Fairness 
 AIFL 1/2: Lv E2 or above 

The requirements for each required level for the above internal quality are as follows. 

– Lv E1 
 Same as Lv 1 in Coverage of datasets in the previous section. 

– Lv E2 
 Same as Lv 2 in Coverage of datasets in the previous section. However, assumed 

probabilities of occurrence are compared with the whole sets of assumed events. 
– Lv S1 

 Regarding the amount of data for each case considered in L1 of the previous 
section, explicitly check if there are sufficient amount of data for risk cases. 

 When data of rare cases is insufficient for training, comparing the amount of the 
whole sets of training data with a probability of occurrence of rare cases, consider 
focusing on learning of rare cases. However, especially when Lv E2 is required, 
with prioritized, the impact of reduced training of other cases on whole system 
quality should be considered. 

– Lv S2 
 In addition to what is listed in Lv S1, estimate and design in advance the amount 

of data of each case, based on the estimated probability of occurrence for each risk 
event/case. 

6.5. B-3: Adequacy of data 

6.5.1. General 

Adequacy of data means that the data used in the machine learning training and testing 
process are free of errors and inappropriate data, and include a variety of internal perspectives. 
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The data quality defined by SQuaRE (ISO/IEC 25012) [8] can be classified in terms of data-
specific and system-dependent aspects used as follows. Of these, the underlined terms are 
considered to be particularly important as the source data for building machine learning. 

­ Data-specific quality characteristics 
 (1) Accuracy 
 (2) Completeness 
 (3) Consistency 
 (4) Credibility 
 (5) Currentness 

­ Data quality characteristics from both data-specific and system-dependent perspectives 
 Accessibility 
 Compliance 
 Confidentiality 
 Efficiency 
 (6) Precision 
 (7) Traceability 
 Understandability 

­ Data quality characteristics from the system-dependent perspectives 
 Availability 
 Portability 
 Recoverability 

Also, in terms of the machine learning process, there are two distinct factors: 

A) Data Selection Appropriateness: 

Existence of each data point in the dataset is appropriate for the policy fixed by the 
coverage and uniformity of the dataset (B-1, B-2). For example, each data point does not 
contain measurement errors or is not outliers that should be removed. 

[(1) Accuracy, (2) Completeness, (4) Credibility, (5) Currentness, (6) Precision, (7) 
Traceability] 

B) Appropriateness of labeling: 

For each data point in the dataset, the information added in the dataset preparation 
stage is appropriate. 
[(2) Completeness, (3) Consistency, (4) Credibility] 

These aspects are generally considered to correspond to the properties of SQuaRE as shown 
in square brackets. 

Authenticity, which is often pointed out as data quality in the field of artificial intelligence, 
and is often important from the perspective of security, can be considered to correspond to (4) 
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Credibility and (7) Traceability in the above quality characteristics. 
 

6.5.2. Approaches 

Although the validity of the data is ultimately aimed at obtaining good machine learning 
components, from the perspective of quality management, it is basically considered to be 
evaluated against the requirements for the data expected by the system, which are defined by 
the internal quality characteristics from A-1 to B-2. 

In the specific evaluation of this quality characteristic, it is necessary to evaluate various 
viewpoints in the inspection of the data itself as well as in the management of the construction 
process. 

 

6.5.2.1. Unification and scrutiny of labeling policies 

Although the labels to be assigned as teacher data themselves are specified in A-1 Sufficiency 
of problem domain analysis, there can be various fluctuations, confusions, and ambiguities in 
the actual data. For example, in image feature detection, the size and distance of objects to be 
extracted as labels, and the handling of blocking conditions of overlapping objects need to be 
clarified in terms of functional requirements. If these points of view are not consistent among 
workers, fluctuations in the labels may lead to reduced accuracy in the training process and 
inaccurate inspections in the testing process. 

In addition, when the requirements are extended due to repeated trials in the PoC phase or 
rework due to insufficient accuracy, the labeling itself needs to be extended or modified. However, 
relabeling work is generally expensive, and even here, there may be inconsistencies in labeling 
among workers. Furthermore, when acquiring additional data, the environmental conditions of 
the data itself may not be consistent. 

From these perspectives, it is important to conduct a thorough study as early as possible in 
the PoC phase, to solidify the labeling policy in as much detail as possible, and to record it in 
writing, in order to ensure traceability of quality control. 

 

6.5.2.2. Consistency checking and rechecking of datasets 

In the construction of a machine learning system, it may be possible to use existing pre-
measured datasets or labeled datasets. However, since the validity of data is determined by its 
consistency with the requirements, the validity of existing data must be re-evaluated whenever 
the functional requirements or the assumption of the operating environment is changed. In 
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addition, when data collection or labeling work is outsourced, it is necessary to conduct 
inspections for acceptance from the viewpoint of quality control. How such inspections are 
conducted needs to be thoroughly discussed in advance, even before the process is established. 

 

6.5.2.3. Handling the long tail and determining mismeasurement and outliers 

It is possible to automatically screen for a certain amount of data being out of tendency from 
other data by using statistical analysis or other methods. However, whether such rare data 
should be taken as a meaningful training target, such as the long tail, or should be dismissed as 
outliers/mismeasured values may depend on the nature of the problem and the content of the 
individual data and may also depend on the priorities of external quality of safety and AI 
performance. Without a clear policy or decision-making process in this regard, the data selection 
and labeling process will produce ambiguities. 

6.5.2.4. Addressing data contamination (security and authenticity) 

When training and test data can contain intentional errors or biases, or when there are 
malicious modifications to the measurement environment (e.g., interference with sensors), the 
functionality of the final system may be severely affected. Such errors are not detected in the 
testing process if there is contamination in the test data, and in general cannot be prevented 
sufficiently by system testing. 

From this point of view, not only the information security protection of the data itself, but 
also the physical security and diversity of the data acquisition environment must be ensured 
from a process management perspective, and it is also important to keep records of such quality 
assurance activities. 

In addition, currently there is no general-purpose method to detect data contamination 
before training, especially in the case of procuring data from external sources. From this point of 
view, a system that requires a certain level of quality may have to rely on the credibility and 
traceability of the dataset itself or the provider to prevent data contamination 

 

6.5.2.5. Currentness of the data 

In machine learning applications, performance often degrades as time passes since the 
acquisition of training data. Managing the currentness of the training data is important to 
prevent such quality degradation. On the other hand, the requirement for currentness often 
conflicts with the amount of data available for training, and there can be a trade-off between 
currentness and completeness, especially when rare cases need to be handled. From this point 
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of view, it is necessary either to consider the policy of currentness in advance, or to identify a 
reasonable requirement level at the PoC stage. 

 

6.5.2.6. Processes, organizations, and systems 

As mentioned above, in ensuring the validity of data, there are many factors that depend not 
only on the specific handling of individual data but also on the overall construction process and 
the system, including auditing. In addition, in the actual construction of a machine learning 
system, handling concrete data in the process of judging the validity of data often leads to more 
detailed requirements definition, which may have a cascading effect on the internal quality 
characteristic A-1 in the previous stage. In the Guideline, this kind of work is classified as trial 
and error in the PoC stage. However, when this kind of circulatory work occurs, it is especially 
important to verify whether the final outcome is consistent. On the other hand, it is not practical 
to redo all data inspections from scratch in every trial. From this perspective, it is considered 
that quality control requires the creation of a system and structure to properly manage the 
process, including the management of changes in policies during development. 

 

6.5.3. Requirements for each quality level 

The correspondence between the external characteristic level and the requirement level of 
this internal characteristic is as follows. 

 

– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 2 will be examined. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 

– Fairness 
 AIFL 1: Lv 1 or above 
 AIFL 2: Lv 2 or above 

The requirements for each required level for the above internal quality are as follows. 

– Lv 1 
 General: 
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 Properly examine and confirm whether the source of the data is appropriate 
for the problem. 

 Organize the labeling policy. 
 Review and summarize the criteria for labeling and outlier removal in 

advance. 
 Determine whether the criteria are appropriate in the context of the given 

data, and if necessary, review and recheck the criteria. 
 When labeled data are used, the validity of existing labels should be examined 

in advance and confirmed by pre-testing, etc. if necessary. 
 Fluctuation of labels: 

 A consistent standard should be established among workers to judge labels, 
or a double check is to be performed. 

 Data contamination: 
 Consider the impact and likelihood of contamination of data sources. 

 Currentness: 
 Consider in advance whether the dataset contains data from an inappropriate 

time period, according to the characteristics of the problem. 
– Lv 2 

 In addition to Lv 1, take the following actions 
 General: 

 Incorporate the data preparation stage into the quality control process and 
manage it properly. 

 If data are procured externally, incorporate data preparation methods, 
processing methods, quality control processes, and security controls into the 
requirements. 

 Labeling Policy: 
 Establish a control process to eliminate variations in labeling by workers. 
 Establish a process to manage label changes when data attribute definitions 

are changed. 
 Label Fluctuations: 

 Review and document in advance the range of acceptable label variability. 
 Record labelling decisions regarding fluctuations that occur during 

production. 
 Data Contamination: 

 Consider methods to inspect training data to the extent possible. 
 Adversarial Examples should be addressed. 
 Consider a design that detects anomalies at runtime. 

See Chapter 10 AI security for more details. 
 Currentness: 

 Integrate and manage the data preparation phase into the quality control 
process. 
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 A posteriori inspection: 
 If possible, consider applying input impact analysis, neuron firing status, and 

other internal information analysis, and manually eliminate obvious errors to 
the extent possible. 

– Lv3 
 Take the following actions in addition to Lv2. 

 Labeling policy: 
 Conduct and record a risk analysis of the impact of label design. 

 Confirmation of label data removal: 
 Double-check at receiving inspection at the time of outsourcing, or set up and 

inspect the audit process in advance. 
 Data Contamination: 

 Conduct and document a risk analysis of data contamination. 

6.6. C-1: Correctness of trained models 

6.6.1. General 

The term correctness of trained models represents that a machine learning component 
functions as expected upon the input from the training dataset consisting of training data, test 
data, and validation data. 

6.6.2. Approaches 

The correctness of trained models is usually evaluated in terms of quantitative measures, 
such as accuracy, precision, recall, or F-value. These measures may overfit to the training dataset, 
that is, they may perform well for the training data, but badly for the data that are not included 
in the training dataset. Therefore, in the test phase, the correctness needs to be evaluated using 
a test dataset that is disjoint from the training dataset, or more generally, by applying cross 
validation. 

Data scientists should select concrete techniques suited to the application and need to 
explain their selection. In Section 7.6 we will explain some examples of techniques that can be 
used to test the correctness of a trained model. 

6.6.3. Requirements for quality levels 

The relationships between these internal qualities and the required levels for external 
qualities are as follows: 
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– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 3 will be examined in future. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 

– Fairness 
 AIFL 1: Lv 1 or above 
 AIFL 2: Lv 2 or above 

 
The requirements for each quality level for the above internal quality are as follows. 
 

– Lv 1 
 Prepare a test dataset by taking into account the coverage of data and the past 

experiences, e.g., obtained in the PoC stage. 
 Prepare a training dataset in an analogous way to the test dataset. Note that the 

training dataset may not necessarily follow the same distribution as the test 
dataset. 

 Decide and record how to deal with the incorrect behavior of a trained model (e.g., 
false negative or false positive in the test) before the validation phase. 

 If a machine learning component is required to satisfy fairness, decide and record 
the methods and criteria to evaluate fairness before the validation phase. 

– Lv 2 
 All the requirements listed in Lv 1. 
 Decide and explain methods and criteria to validate the trained model (e.g., 

accuracy and its threshold) before the validation phase. 
 Test the trained model using the given test dataset and additional test data (e.g., 

generated by data augmentation techniques). 
 If possible, analyze internal information on the trained model (e.g., the neuron 

coverage to evaluate the adequacy of testing). 
– Lv 3 

 All the requirements listed in Lv 2. 
 Perform the validation/testing of the whole system (e.g., integration tests), 

especially by focusing on risky cases. 
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6.7. C-2: Stability of trained models 

6.7.1. General 

The stability of trained models indicates that the machine learning components respond as 
expected to inputs that are not part of the datasets. Low stability leads to poor prediction 
performance for unknown inputs (poor AI performance) and increased risk due to potential 
serious misjudgments (poor safety). Therefore, it is important to evaluate stability, especially 
when safety is required. The following two issues are well known regarding stability. 

– The trained model can function incorrectly when the input is far from the training data. 
Typically, this may be caused when the model is overfit to the training dataset. 

– The trained model can behave significantly differently when a small amount of noise is 
added to the input to the model. Such input noise can be either random noise in nature 
(e.g. dirty camera lens) or adversarial perturbation caused by malicious attacks. For 
example, those attacks are triggered by data poisoning in the training dataset, and by 
certain tricks on physical objects (e.g. attachment of tiny stickers to road signs). 

6.7.2. Approaches 

Stability can be evaluated and improved mainly in the following three phases in the machine 
learning lifecycle. Some useful techniques will be explained in Section 7.6.2. 

– Training phase: A trained model’s overfitting to the training dataset can be avoided, for 
example, by separating the validation dataset from the training dataset, by 
regularization techniques, by evaluating the impact of small input noise, and by 
monitoring the training process. 

– Evaluation phase: Correctness measures (e.g., accuracy, precision, recall) can be 
evaluated by using synthetic data that are obtained by adding random/adversarial 
noise to test data. 

– Operation phase: By monitoring the input to the trained model, some of adversarial 
input may be detected and eliminated. 

6.7.3. Requirements for each quality level 

It is required to record the methods applied to improve the stability of a trained model and 
the evaluation results of the stability. In the list below, neighboring data refer to data generated 
by adding small perturbation noise to original data. Examples of concrete techniques will be 
explained in Section 7.6.2. 

The relationships between these internal qualities and the required levels for external 
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qualities are explained as follows: 

– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 3 will be examined in future. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 

– Fairness 
 AIFL 1: Lv 1 or above 
 AIFL 2: Lv 2 or above 

The requirements for each required level for the above internal quality are as follows. 

– Lv 1: Record the concrete techniques applied to improve the generalization 
performance of a trained model (e.g., cross validation and regularization are widely 
used to prevent overfitting to the training data). 
 For stability at Lv 1, we recommend to apply some widely-accepted techniques for 

avoiding overtraining and overfitting, such as cross validation and regularization. 
– Lv 2: Record the evaluation results of stability by using neighboring data. 

 In the evaluation of stability at Lv2, we require to use some synthetic data 
obtained by adding a small amount of noise to the training datasets. In particular, 
it is recommended to apply techniques to prevent attacks based on adversarial 
examples. Such techniques include robustness evaluation using adversarial 
examples, adversarial training to train a robust model, and dynamic detection of 
adversarial examples. Currently, these new methods are still being studied and 
developed in academic research but might be applied to system development 
more effectively in the future. 

– Lv 3: Provide some formal guarantee to the stability for data outside datasets. 
 At Lv 3, we require to formally guarantee a certain level of stability for such data. 

For example, methods for certifying adversarial robustness have been studied 
recently and might be used in system development in the future. 

6.8. D-1: Reliability of underlying software systems 

6.8.1. General 

The term reliability of underlying software systems represents that the underlying 
conventional software (e.g., training programs and prediction/inference programs) functions 
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correctly. This notion includes the software quality requirements such as the correctness of 
algorithms, the time or memory resource constraints, and the software security. When electronic 
hardware such as MPU is developed, this notion also includes the hardware reliability. 

In many applications of machine learning systems, open-source software is used to train 
machine learning models and to develop conventional software systems. Although the quality of 
open-source software may not be guaranteed, the developers of machine learning systems 
should be responsible for ensuring sufficient quality even when using open-source software. 

Furthermore, the correctness of software should usually be tested under the same 
environment as actual operation environments. When the test environment is different from 
actual operation environments, it is necessary to evaluate the differences between them. In the 
development of machine learning systems, however, there are often significant differences 
between an environment used for training (e.g., computing environment with cloud and GPU) 
and an actual operational environment (e.g., built-in computer). Even the behaviors of numerical 
calculations (e.g., the accuracy of floating-point computation) can change between them. In some 
cases, numerical processing itself may be changed, for example, by model compression. When 
implementing a machine learning system, the developer needs to cope with these environmental 
differences that may affect the AI performance of the system. 

6.8.2. Approaches 

Quality management methods for conventional software systems can be applied in order to 
ensure the reliability of the underlying software system. 

As regard the use of open-source implementations, appropriate quality assurance measures 
such as those listed below should be taken to achieve the safety and reliability of the system. 

Moreover, when the in-operation environment is different from the environment in the 
training process (e.g., when performing model compression), the Guideline recommends to test 
the software that reproduces the same calculations as the in-operation environment in the test 
phase. If this is difficult, the developer should test the whole system to check if the quality 
deterioration falls within the acceptable range. 

6.8.3. Requirements for quality levels 

– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 3 will be examined in future. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 
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– Fairness 
 AIFL 1: Lv 1 or above 
 AIFL 2: Lv 2 or above 

 

– Lv 1 
 Select reliable software used for the machine learning system, and record the 

process of this selection. 
 Monitor the system’s operation to check and update the selected software. 
 Examine in advance the impact of differences between the environment in the 

training/test phases and the environment in the actual operation phase. 
– Lv 2 

 Evaluate the reliability of the software used for the system by testing. 
 If possible, use software whose reliability is SIL 1 or equivalent. 
 Prepare for the maintenance of software during its operation. 
 In the validation and test phases, conduct validation tests in an environment that 

simulates the environment used in the actual operation phase. Alternatively, 
validate the consistency of operations of the trained model between in the test 
phase and the actual operation phase. 

– Lv 3 
 Check the quality of software for SIL 1 (or a higher SIL level when required by the 

system). 
 Perform testing or formal verification of the behaviors of the trained model in an 

actual environment. 
 Check the consistency of those models and operations in an actual environment in 

any stage after integration tests. 

6.9. E-1: Maintainability of qualities in operation 

6.9.1. General 

The term maintainability of qualities in operation means that internal qualities satisfied at 
the beginning of operation are maintained throughout operation. This concept means that 
internal qualities can fully respond to changes in operational environments outside the system 
and that any change in trained machine learning models do not cause unnecessary deterioration 
of quality. 

A specific method of realizing the maintainability of qualities in operation depends largely 
on forms of operation, in particular, how to carry out additional learning and retraining. The 
Guideline envision the following two patterns of additional learning and retraining. 
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(a) Cases where the results of additional learning are reflected in an operation environment 
for the first time after going through additional learning and quality tests outside 
(developmental environment) of actual systems in service (operational environment) 
through explicit updates of software. Solutions such as automatic driving envisioned 
now belong to this pattern. 

(b) Cases where trained models are updated on a real-time basis during operation and 
updates complete without any human tests in an operational environment. Online 
learning used to process streaming data, language recognition and application of 
conversations in projects in which development and operation are integrated belong 
to this pattern. 

 

 
 

Figure 15: Forms of updates of machine learning components in operation 
 

As described in the above figure, quality tests are always carried out before updates in the 
update pattern in the development environment described in (a). If the content of tests is the 
same as those conducted in the test phase of initial development, a certain level of quality can 
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be maintained. On the other hand, in the update pattern of the operational environment 
described in (b), there is a higher risk that a model whose quality has been deteriorated is 
reflected in operation, because updates are fully automatic. In this case, it is important to 
incorporate a quality monitoring mechanism and a mechanism dealing with deterioration in an 
operational system. 

Moreover, as regards maintainability of qualities in operation, in addition to the deterioration 
of overall performance, it may be necessary to give attention to a problem that a machine 
learning component makes a misjudgment on specific input after its update8, although it used to 
draw out correct answers prior to the update. We might think that it is enough if the external 
qualities described in Section 1.5 improve or are maintained as a whole, but in actual industrial 
fields, it may be difficult to accept that any component which was implemented and used to 
operate correctly stops operating properly at a later stage. On the other hand, additional learning 
inevitably draws out different output values from past input due to the characteristics of 
machine learning based systems. Therefore, it is necessary to examine in advance how to handle 
additional learning in the form of operational guidelines. 

Moreover, though the Guideline do not cover directly, it is required to give consideration to 
legal positions of contracts and privacy of data in real environment used for additional learning, 
when operation is examined. From the viewpoint of quality management, it is desirable to save 
all data used for training including additional learning and use them for validating and 
monitoring the quality and verifying performance deterioration when a software component 
used to give correct answers. However, some restrictions on handling of data may be imposed 
from the viewpoint of privacy in actual applications. When data which are prerequisite for 
quality management at the time of designing a machine learning based system is not available 
at the time of its operation, the overall logic of system quality assurance may collapse. This is the 
reason why the identification of available and reservable data is an important factor to examine 
an operational system. 

6.9.2. Approaches 

There are the two patterns described earlier depending on whether quality tests are 
conducted by a developer, etc. when a system is updated. 

 
(a) Cases where the quality check process comes before updates 

– In advance, estimate the frequency of updates or examine judging criteria for a 
necessity of updates. 

– Analyze the update process required at the time of operation in the design stage and 

 
8 In software engineering, this problem is often called “regression”. The content mentioned in this section 

is particularly regarded as “regression test”. However, “regression” is used in totally different contexts in the 
field of machine learning. Therefore, we intend to avoid the use of those terms in the Guideline. 
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envision and analyze its outline to design specific procedures prior to the beginning of 
operation. It is necessary to take note of at least the following points. 
 How to collect available data from an operational environment and deploy such 

data in a developmental environment to be updated. 
 Preprocessing method of data for additional training and method of placing filters 

and labels. 
 Range of data used for additional training and model updating. How to eliminate 

old data especially when environmental changes are expected due to the passage 
of time. 

– Examine prior to the beginning of operation a method of quality tests at the time of 
updates, especially, judging criteria for acceptable updates (or a method of decision-
making). 

– It may be necessary to decide in advance how to handle some specific cases where the 
quality deteriorates depending on its application. 

 
(b) Cases where updates are made without going through the quality check process in a 
developmental environment 

– Envision in advance a possibility of notable quality deterioration caused by additional 
learning and the range of impact on systems if such deterioration occurs. 

– When said impact can be unacceptable, examine a technical or operational treatment 
to accommodate risks for overall system caused by quality deterioration of learning 
models due to additional learning within the acceptable range and incorporate this 
treatment into operation. For example, there are the following ways. 
 Technically limit the range of output values and use surrounding system 

components (software) to prevent any deviation from the envisioned normal 
range. 

 Rewind learning and stop or suspend operation based on performance monitoring 
from the outside of an operational environment. 

– If there is a possibility of monitoring the quality prior to updates in an operational 
environment and operational systems, such monitoring is deemed to be useful for 
quality management (see Figure 16). 
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Figure 16: Possibility of automatic quality monitoring in operational environment 

 

6.9.3. Requirements for quality levels 

The relationship between required external characteristic levels and levels required for these 
internal characteristics are explained as follows: 

– Safety 
 AISL 0.1: Lv 1 or above 
 AISL 0.2: Lv 2 or above 
 AISL 1: Lv 3 
 AISL 2~4: Requirements to be added to Lv 3 should be examined. 

– AI performance 
 AIPL 1: Lv 1 or above 
 AIPL 2: Lv 2 or above 

– Fairness 
 AIFL 1: Lv 2 or above 
 AIFL 2: Lv 3 or above 

The requirements for each required level for the above internal characteristics are as follows. 

– Lv 1 
 Examine in advance how to respond to notable system quality deterioration 

caused by changes in external environment. 
 In the case where online learning is given, examine in advance the impact of 

unexpected quality deterioration and take measures from the system side such as 
the limitation of operation range if necessary. 

 When additional learning is given off-line, quality management in line with the 
previous seven paragraphs should be introduced. 

– Lv 2 
 Monitor system quality deterioration and misjudgments by comparing with 
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operation results within the range permitted by system use. It is necessary to 
sufficiently examine factors other than product quality such as privacy at the time 
of monitoring. 

 When online learning is given, regularly monitor additional learning results by any 
method. When any deviation from the requirements for performance is found as 
a result of monitoring, an immediate handling should be taken. 

 When additional learning is given off-line, conduct regression tests on quality 
deterioration with test datasets used in the system development stage to check if 
the quality has been maintained prior to updates. Update test datasets using the 
same method used in the system development stage where necessary. 

– Lv 3 
 Make sure to establish measures for monitoring system quality, including an 

operational system, compatible to privacy. 
 When online learning is given, before the results of additional learning are 

reflected on systems, implement a mechanism to check quality to some extent 
within those systems so that updates are suspended if it becomes impossible to 
ignore unexpected quality deterioration. Make sure to ensure measures for 
making updates and modifications off-line. 

 When additional learning is given off-line, the quality should be managed using 
data collected from operation, test datasets used for the initial system building 
and test datasets updated on a regular basis using the same method. 
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7. Technologies for quality management 

7.1. A-1: Sufficiency of problem domain analysis 

A problem domain analysis for machine learning called ML problem domain analysis in the 
Guideline is a step in the development process. Diversity of data input to machine learning 
components is analyzed from various viewpoints in regard to the real-world situations, in which 
machine learning systems or services are used. In particular, the analysis aims to concretize the 
identified risks or divergence in system requirements as attributes of data employed for training 
and testing of the machine learning products. The analysis activities are basically similar to the 
risk analysis, hazard analysis, or problem domain analysis, all of which are subjects in Systems 
Engineering. These existing technologies, or the body of knowledge, can be helpful in conducting 
the ML problem domain analysis. 

The ML problem domain analysis, viewed from Software Engineering, is a part of initial 
stages of software development processes, in which software engineers often rely on trial-and-
error styles of the development. In the Guideline, the steps are basically meant to establish a 
piece of information necessary to achieve required quality levels of machine learning products 
and require activities such as what data scientists conduct in developing PoC systems with their 
informal know-hows concerning with the quality aspects of machine learning products. 

7.1.1. Initial hints 

Recent standard textbooks on Software Engineering (e.g., [145]) may present an overview of 
the analysis methods/steps that are employed in software development processes. Because 
safety analysis, or safety, is one of the primary foci in the system analysis steps, several modeling 
notations or methodologies have been proposed and studied. They include Causal Loop Diagram 
and STAMP/STAP [211]. Furthermore, the methodologies are equipped with the other detailed 
notations such as Fault Tree Analysis, Fault Mode and Effects Analysis, Loop Diagram, Feature 
Tree. In the Guideline, such results are concretized as characteristics of data used to build, in 
particular, machine learning components. Therefore, the Guideline recommends that Feature 
Tree is suitable as the modeling tool for the final deliverables obtained using the other modeling 
notations. 

There might be two major problems if the analyses follow the mentioned approach; (a) 
modeling of input incidents, especially of risk factors, (b) design of the problem structure to be 
concretized as data characteristics. This section mainly refers to those concepts specific to 
machine learning based systems and machine learning components from these two viewpoints. 
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7.1.2. Modeling of risk factors in input space 

Identifying risk factors mostly involves trial-and-error activities without any systematic 
means, and thus may often be conducted through brainstorming sessions by various 
stakeholders. It is, indeed, an analysis process regarding to Known –Unknowns. How well the 
risk identification is done is difficult to exhibit with quantitative measures, but may be confirmed 
only through the inspection by human experts. 

As an example of such brainstorming activities, NASA Hazard Analysis Process, published by 
the National Aeronautics and Space Administration (NASA) [82], presents an outlined list of 
what should be considered in the early stage of the hazard analysis. 

1) Standard Hazard List 
2) Historical experience/documentation from legacy systems 
3) Your engineering training and experience 

This literature also presents the NASA Generic Hazards List consisting of 26 items as the initial 
standard hazard list. Although these items include some hazard causes specific to particular 
applications, not causing any problem in the others, this list can be general purposed as the 
causes of hazard are associated with mechanical operations of systems operating in outdoor 
environments. The list serves as a starting point for analyzing other systems. 

Moreover, 2) is similar to what data scientists conducted in the past in order to build machine 
learning based systems. Since findings on similar systems in the past or early versions of the 
same systems are valuable, it is desirable to be utilized actively. In addition, a PoC system is 
recommended to act as a testbed so that it helps the PoC developer understand those 
characteristics of final machine learning products. Finally, 3) can be considered as a form of 
utilizing what is called domain knowledge. It would be desirable to be incorporated in the body 
of knowledge for the users as well as the vendors involved in the machine learning software 
business. The NASA publication promotes to conduct the analysis activities based on these 
viewpoints, and then presents a conclusion that hazard analysis Requires rational to justify 
hazard classification. 

The Guideline recommends that developers or engineers conduct the modeling of risk 
factors basically from the above three viewpoints together with those findings collected from 
the PoC stage and record precisely the modeling process and modeling results as well. 
Specifically, the followings are compiled into an integrated list of identified risk factors. 

– Utilization of basic knowledge on the existing functional safety design, the existing 
hazard lists in each application domain, or brainstorming results based on the above 
NASA Hazard List; 

– Utilization of analysis cases on prior systems and similar machine learning based 
systems; 

– Introduction of domain knowledge by brainstorming with users (e.g. entrusters in 
contracted developments); and 
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– Knowledge about data employed preliminarily and exceptional cases identified in the 
trials of the training in the PoC stage. 

7.1.3. Design of problem structure as characteristics of data 

This stage of the development process produces, as an output deliverable, a piece of 
information on the attachment of attributes to data used for machine learning. It is affected 
inevitably by the characteristics of the next process, machine learning and training. Considering 
the training process that follows, the main activity of the process is to identify attributes which 
are handled distinctively throughout the machine learning process, which consists of the following 
two aspects. 

4)  Problematic if data are not recognized as distinct with respect to the differences in the 
output result values or risks; and 

5)  Problematic if data, resulting in the same output results, are likely to be understood as 
different due to their input values and characteristics of machine learning models. 

4) is drawn mainly from the system specifications and the hazard analysis. A difference in 
output values is a difference in labels of training data, and risk incidents with different levels can 
basically be enumerated once the cause of hazard is identified. 

On the other hand, 5) is dependent on application domains, for example, depending on 
differences in background images or character fonts for image recognition tasks. Moreover, 5) 
may be affected by preprocessing or architecture network of machine learning models. It is 
necessary to forecast a final implementation form to some extent in order to conduct such an 
analysis. This is called Implementation Forecast in software engineering because the information 
relating to the final implementation is indeed necessary to conduct the analysis at the early stage 
of the development. That may result in distorting risk analysis if carried out inappropriately, but 
it is inevitable for the quality management of machine learning components. Specifically, the 
activities are concerned with the implementation consideration made in the PoC development 
stage, and the analysis of PoC behavior using data. 

In order to extract viewpoints with which the forecast is actually carried out, the three points 
listed in the previous section are considered applicable in view of a risk that AI built makes 
different judgments in similar situations. In the future, it would be desirable to combine 2) and 3) 
in the previous section and 5) in this section to accumulate system analysis results for each 
application area to some extent and compile them as detailed standard hazard lists in each area. 
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7.2. A-2: Sufficiency of data design 

7.2.1. General 

The internal quality in this section has two purposes, which follows the analyses described 
in Section 7.1. First is to prepare data needed at the time of training and testing so as to avoid an 
unknown situation which a machine learning based system has not been learnt nor tested. Second 
is to either decimate or integrate systematically an enormous number of combinations of 
prepared attributes so that building machine learning software of a required quality level is 
practical. 

If a system intends to solve a simple problem and the number of combinations of attributes 
is a few dozen, it is possible to consider the amount of data that achieves a certain recognition 
level for each attribute. (e.g., Only 10 characters x 2 fonts need to be recognized in number 
recognition and there is no need to take into account differences in paper quality. Then, there 
are 20 combinations.) If each attribute has such an amount of data, sufficient and comprehensive 
training can be practiced. However, since the number of combinations of attributes often exceed 
several tens of thousands if calculated in a naive manner, it is not practical to prepare data 
representing all combinations for testing. In a certain case, training data or testing data may be 
a few or even null as a result of breaking up attribute combinations. It would then be impossible 
to rely on the Law of large numbers to make a judgment such as the convergence of training. 

Combination testing is developed in conventional software engineering for mitigating the 
complexity problem. The method, employing the notion of test coverage, establishes the degree 
to which combinations of attribute are detailed and the degree to which combinations of test 
condition are covered, yet devises them separately. The method is often used to evaluate test 
data in the conventional software testing, and is also expected to be effective for the case of 
machine learning, because training is data-centric. For example, [57] presents examples to apply 
the combination test technology (t-way) to evaluate dataset for machine learning. 

7.3. B-1: Coverage of datasets 

Establishing coverage of datasets is an extremely difficult but important problem in quality 
management of machine learning. A dataset, if a certain anomaly is associated with it, may derive 
trained machine learning models to exhibit unstable or unfavorable functional behavior in a 
certain specific envisioned situation, lowering fairness levels. 

As the problem domain analysis is finished, this section focuses on the issues with small 
differences in the dataset. The differences are so small that they are easily overlooked at the time 
of constructing the dataset. The discussions in this section are mostly related to the preliminary 
stages of data preparation or of data evaluation in the development lifecycle, auxiliary checks 
may be sometime conducted in the software testing stage as well. 
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7.3.1. Plan for data acquisition 

A data acquisition plan in the data preparation stage is a basis to study the issues relating to 
the coverage of dataset. In order to construct a dataset that are unbiased in view of operation 
time circumstances, the plan must refer to the range, period and size of data collection. Specific 
plans should be considered for each application following outcomes of the brainstorming 
sessions, which may be those activities, in the stage of analyzing domain analysis problem, to 
utilize prior knowledge about the similar applications so as to examine in advance the degree of 
diversity. 

7.3.2. Pre-flight tests in data scrutinization stage 

Auxiliary checking of data distribution belonging to certain attributes is desirable in some 
cases. These attributes are what, although identified as candidates in the early stages of the 
analysis, may not be adopted, or what may become latent, because they are composed to be a 
new attribute. The composed attributes are accompanied with explicit specifications, and in 
some cases those checks may be conducted mechanically, because data labels are given. 

This is not perfect, because attributes overlooked in the brainstorming sessions cannot be 
recovered. It is worth considering. 

Moreover, for some data, what is called data specific feature may be identified in the 
preprocessing stage, which makes it possible to check the distribution. 

7.3.3. Additional tests in testing stage 

In a case where the data distribution itself has some problems, what can be re-checked in the 
test stage is limited. For instance, there may be latent correlations between the adopted features 
and overlooked unidentified ones. In such cases, analyses of correlation or influence between 
the input values and their resultant counterparts’ output from the trained machine learning 
model may be helpful to see whether the model behaves as expected. The model may make 
inferences based on features different from what are assumed. It is worth considering this 
analysis when extreme safety is a major concern. 

7.4. B-2: Uniformity of datasets 

The uniformity of datasets is equivalent to considering the coverage of datasets, described in 
Section 7.3, as a single case of all the input data. The measures listed in each section in Section 
7.3 are deemed applicable here as well. 
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7.5. B-3: Adequacy of data 

7.5.1. Quality control cycle from the perspective of data 

The Guideline mainly examines the lifecycle process from the perspective of the development 
of machine learning models, but from the perspective of data quality, the lifecycle process of 
establishing consistency between data collection policies and actual data is also important. From 
the standpoint of data, there may be a recursive process iterating the following steps. 

1) Determination of data collection policy 
2) Collection and selection of data in accordance with the policy 
3) Validation of both the policy and data 

In (1) determining the data collection policy, 

– Formulation of a data collection policy that is appropriate for the quality of the target 
machine learning system 

– Advance consideration of the acceptable range of data validity 
– Determination of the data validity evaluation method in advance 

are necessary. 
In the process of (2) data collection and selection, we perform 

– Determination of the appropriateness of the selection and collection method, 
– Process management of the actual selection and collection methods, 
– Collection and consolidation of evidence on selection and collection methods, 
– Management of meta-information about the source and traceability of data 

in accordance with a defined policy. 
 

In (3) validation, we perform 

– Verification of data in accordance with the policy, 
– Review of the explanatory nature of the policy itself, 
– Feedback to the policy based on the collected data, 

And the process continues back to (1) until a sufficiently satisfactory and valid policy and 
data pair are obtained. Furthermore, this entire process is subject to quality management and 
assurance, such as: 

– Evaluation of the completion of the process itself, 
– Evaluation of the skills of the people in charge of executing the process and their 

appropriate assignment, 
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– Evaluation of the mechanism for managing the entire process and securing of evidence, 
– Evaluation of the system for managing the entire process and ensuring its traceability. 

In relation to the development lifecycle described in Section 1.8, such a cycle of data policy 
improvement is abstractly organized as a repetition of trial and error in the PoC process, but in 
reality, sometimes the improvement cycle described above is repeated even in actual 
development process, leading to agile developments. In such a case, it is particularly important 
to assess whether the requirements definition has been updated together with the data 
collection policy, or whether it is necessary to reconfirm the contents identified in the previous 
stages such as internal quality A-1 to B-2, etc. in accordance with such updates, in order to ensure 
the overall quality. It is also extremely important to ensure that such policy and requirement 
updates are subject to change management in order to reconfirm and verify quality later on. 

7.5.2. Technical support for organizing outliers and corner cases 

There are several techniques that can be applied to efficiently extract and organize data that 
require data validity judgments either as outliers or as rare cases to be addressed. 

First, DeepXplore [159] uses the Neuron Coverage technique for corner case extraction. 
Surprise Adequacy [113] provides a measure of the surprise of the inputs to a machine learning 
model, which also allows corner cases to be extracted from the input values. Tinghui et. al [153] 
improved on Distance-based Surprise Adequacy to perform corner case analysis. Whether the 
data extracted in this way should be removed as outliers or treated as important rare cases is to 
be determined on a case-by-case basis in conjunction with policies. Section 5.3 in Zhang [208] 
and Section 2.3 in Dong [84] are also helpful. 

7.6. C-1/C-2: Correctness and stability of trained models 

Checking the correctness and stability of machine learning models is a task corresponding to 
unit testing in conventional software testing. It is because the check is focused on each machine 
learning component. In this section, we will introduce the following topics. 

・ Basics of software testing techniques [53], the aspects to be taken into account depending 

on the characteristics of machine learning components, and recent research works on 

machine learning component testing 

・ Potential of technology for testing of stability directly 
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7.6.1. Testing machine learning components 

7.6.1.1. Characteristics of test target 

First, there are two distinctive test targets to consider when discussing the quality of machine 
learning component results: training and learning programs that input training datasets to 
obtain trained models, and prediction and inference programs of which the resulting trained 
models specify functional behavior. 

Second, there is no clear criterion for deciding whether a computation result is correct, which 
is called test Oracle problems [58]. For a training and learning program, it is difficult to know in 
advance the correct value of its computation result, that is, a trained model. In addition, the 
answers derived by prediction and inference programs are not definite but accompanied by 
probabilities referring to certainty degrees, which illustrates difficulties to define absolute 
criteria for correct answers [87]. In general, machine learning programs are classified as non-
testable programs [199]. 

7.6.1.2. Test oracle problems 

Software testing technology consist of test input generation methods and test execution result 
confirmation methods. The first is how to generate test inputs that efficiently achieve the testing 
purpose. As we will see later, there are some interesting research works on test case generation 
methods for machine learning components. 

The second is concerned with methods for comparing the results of program execution with 
known correct answers to a given test inputs and is collectively referred to as test oracle 
techniques. A non-testable program is one in which the correct answer to a given test input is 
not known, and derived oracles, pseudo-oracles, or partial oracles have been used in software 
testing so far. 

Metamorphic Testing (MT) [76] is a practical method of partial oracles. It was introduced as a 
testing method for programs in which it is difficult to know in advance the correct value of the 
computation result for an input, such as numerical computation or translators involving 
compilers, and was later applied to the testing of operating systems and security systems to use 
implicit oracles [77]. It is now a standard testing methodology for machine learning components 
[140]. For some testing purposes, a combination of partial oracles and statistical testing can be 
useful [142]. 

7.6.1.3. Two perspectives on testing 

In general, when checking a program, positive testing and negative testing are conducted. 
Positive testing is to confirm that the test target exhibits the expected functional behavior. For 
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the sake of explanation, let's assume that a program has pre-conditions and post-conditions. The 
relation is established such as when the pre-condition is satisfied, the post-condition is satisfied in 
the state after the program body is executed. When the above relationship holds for test input 
data that satisfies the pre-conditions, the program under test is considered to pass the test. 

Negative testing checks whether a program will not fail catastrophically under unexpected 
conditions. In general, a program is expected to behave reasonably even in response to input that 
does not satisfy its pre-conditions. For example, the program should not run out of control and 
terminate abnormally. Checking these cases does not need an application-specific correctness 
criterion. Such test oracles are called implicit oracles, meaning that there is no explicit test Oracle 
at all. 

Fuzz Testing or fuzzing [131], which uses randomly generated data, while satisfying some 
constraints, as test input, has been known effective for integration testing of open system 
software such as operating systems or security systems. This method is sometimes used in 
negative testing of programs. An appropriate fuzz, a test input data, is generated to meet each 
test objective. 

In testing for machine learning components, positive testing is, in a sense, related to checking 
the accuracy. We can use data that follow the same statistical characteristics as the training 
dataset. On the other hand, negative testing includes checking the accuracy in regard to the 
generalization performance and checking behavior against unexpected inputs in the case of 
checking the stability or the model robustness. Stability testing includes the case where the input 
is either corrupted data or adversarial examples. As described below, various fuzzing techniques 
have been proposed for testing machine learning components, depending on the purpose and 
perspective of the test. 

7.6.1.4. Test coverage metrics 

In machine learning component testing, it is important to know an extent to which a target 
trained model becomes activated for a given test input. The idea corresponds to the test coverage 
criteria in conventional software testing methods [53]. Neuron Coverage (NC) [159] is, an early 
proposal for such a structural metric, defined by a frequency of activated neurons. Later, in order 
to use more detailed information than NC, several coverage metrics are proposed [126]; those 
are based on structural patterns over activated neurons, such as correlations between activated 
neurons in different layers. If these structural coverage values are large, it can be assumed that 
a wide range of the learning model is activated, and thus is checked as well. The test coverage is 
considered sufficient and thus we may conclude that such test inputs are useful. 

In general, it is difficult to define the test inputs used for negative testing which do not satisfy 
pre-conditions, because the statistical characteristics of training data, which might be regarded 
as such pre-conditions, are not explicitly stated for machine learning components. Surprise 
Adequacy [113] provides ways to check how test inputs deviate from the statistical 
characteristics of the training data. Although the adequacy metrics are originally introduced for 
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evaluating quality of test inputs, they are also considered to be a kind of indicators referring to 
degrees of being outliers. Note that these indicators refer to the internal activated states of 
trained models, and thus that measuring these requires monitoring of execution states of trained 
models. 

7.6.1.5. Automatic generation of test inputs 

In general, it is important to establish a method on generating appropriate test input data for 
each test target. In addition, such an appropriateness depends on the testing purpose, either 
positive or negative. 

When the test target is a training and learning program, the input is a collection of data (a 
dataset), and the notion of dataset diversity [138] provides a guideline for test input generation 
methodologies for both positive and negative testing. 

In testing of prediction and inference programs, various types of data that were not considered 
during training stages are expected to input for checking prediction results. The method is 
sometimes called Test-time Augmentation. For generating test data, there have been various 
approaches including those to adopt machine learning techniques. They include conventional 
Data Augmentation methods for image data [116], or methods using Generative Adversarial 
Networks (GANs) [97]. Furthermore, some methods make use of the adversarial example 
generation method[144] [210]. In the case of generating a large number of test data, the 
aforementioned dataset diversity is also useful as a conceptual guideline. 

7.6.1.6. Test generation and coverage metrics 

In generating test inputs, it is desirable to find useful data that can be used to conduct testing 
efficiently depending on test purposes. As in conventional software testing techniques, we apply 
some metrics to control the process of generating data that, for example, improves the structural 
coverage criteria. This method is collectively called Coverage-Guided Test Generations. There are 
some research works that use the NC when machine learning components are test targets. The 
NC is combined with the classical data augmentation method [187], or with the GAN-based data 
generation method [209]. 

Some recent works report that the structural coverage may not be useful depending on the 
purpose and perspective of the test [99]. For example, the correlation between NC and adversary 
robustness is known to be small [194]. The NC values are more highly correlated with model 
capacity than with defects in trained models [215 Chapter 4]. For example, experimental results 
show that the accuracy can be high even if the NC is small, and conversely that the NC value can 
be large even when the accuracy is poor. In addition, it is known in conventional software testing 
techniques that the structural test coverage indices have a small correlation with the 
effectiveness of test suits or the efficiency of detecting faults[103]. This empirical report results 
seem to be applicable to machine learning components as well[139]. As alternatives to the 
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structural coverage criteria, a new method is proposed that is based on an error function to be 
used as metrics[142][215]. 

Although identifying data for executing corner cases is desirable for effective testing, the 
relationship between inputs and corner cases is not clear in machine learning components. 
Therefore, it is necessary to consider a metric that replaces the structural coverage criterion. For 
example, the method using the error function is used for evaluation metrics [194]. 

7.6.1.7. Prioritization for Preparing Training Data 

In conventional software testing, regression testing involves a large number of test cases. 
Selecting test cases that are useful for detecting faults early can improve the overall efficiency of 
test activities. Therefore, when a large number of test cases are available, prioritization is 
performed [167], and choosing metrics is essential so as to find useful subset of the test cases. 
For machine learning, the prioritization ordering techniques can be utilized from the perspective 
of improving efficiency of work for preparing training data, especially of work for labeling [67]. 

We consider here a task of augmenting an existing training dataset when a lot of data without 
any tag is available. First, candidate data are picked up in a certain way so as to be put into a data 
pool. Second, labeling data, selected from the pool, with a tag is done manually, which is time-
consuming to require a lot of human work if a number of target data is large. Therefore, if we 
select data that have characteristics different from the existing training data and label these data 
only, we can obtain useful training data while reducing the amount of work. 

Technically, the method is essentially deciding whether data is useful or not, and it comes 
down to another problem of devising appropriate indices to be used for the decision. Recent 
research works propose a number of methods using either external metrics [92] such as 
Confidence and Gini Impurity, or internal metrics [67]. Choosing an appropriate metric should 
take into account what different features are desirable for data in regard to the existing training 
data. 

7.6.2. Technologies on stability issues 

The technologies on stability issues are broadly divided into the evaluation and improvement. 
Figure 17 illustrates how each technology is related to the level described in Section 6.7.3. 
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Figure 17: Technologies to evaluate and improve stability (process and levels to which technologies 

are applied) 
 

7.6.2.1. Cross validation 

Cross validation is a classical method to mitigate the over-fitting problem, and thus to 
improve stability levels. The idea is simply dividing a whole dataset into training, validation, and 
testing datasets [114]. For example, in K-division cross validation, a whole dataset is divided by 
K, and 1/K of the dataset is used for validation and the remaining ((𝐾𝐾 −  1)/𝐾𝐾) datasets for 
training. The roles of datasets, either training or validation are interchanged. Cross validation is 
recommended to Lv 1. 

7.6.2.2. Regularization 

Regularization is a methodology to mitigate the over-fitting problem, and thus to improve 
stability levels. Especially, regularization methods suppress the absolute values of learnt weight 
parameters not to become excessively large [149]. For example, loss functions may include a 
regularization term to increase as absolute values of parameters become large). Dropout is 
another regularization method [181], in which neurons are randomly excluded from the training 
target during the training process. Dropout may obtain the same effects as cases where several 
machine learning models are trained simultaneously. Regularization is recommended to Lv 1 if 
the stability is an issue. 

7.6.2.3. Adversarial example generation 

Adversarial examples are those data that cause miss-inference in machine learning 
components. Such data are augmented with a slight perturbation, a semantic noise, that human 
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eyes are not able to recognize. Various methods to generate adversarial examples have been 
proposed [71][159]. A stable machine learning component is expected not to cause miss-
inference even when the perturbation with the input adversarial data is large. Therefore, the 
degree of perturbation is used to evaluate the stability. Unfortunately, no practical tool to 
generate such adversarial examples have been established, this technology will be hopefully 
applicable to Lv. 2 evaluations in the future. 

7.6.2.4. Maximum safe radius 

The maximum safe radius refers to the minimum distance between the original data and its 
adversarial example. Adversarial example generation (Section 7.6.2.3) looks for nearby 
adversarial examples, while the maximum safe radius guarantees that there is no adversarial 
example in the neighborhood, inside the hyper-sphere of the maximum safe radius. Methods to 
accurately calculate the maximum safe radius are proposed in [109][188] that use SMT solvers. 
However, a cost of accurately calculating the maximum safe radius is so high that the size (e.g., 
number of neurons) of networks is limited. Alternatively, methods to approximately calculate a 
safe radius smaller than the maximum safe radius are proposed in [62][198][201]. Moreover, a 
method to approximately calculate a radius that probabilistically guarantees safety of not 100% 
is proposed in [197]. These technologies are still in the research stage, but they can guarantee 
that there is no adversarial example inside the hyper-sphere of the maximum safe radius. 
Therefore, they are expected to be applicable to Lv.3 in the future. 

7.6.2.5. Generalization error bound 

The generalization error is the expected value of the incorrect answer rate for all input data that 
is not only for a particular dataset. In general, it is difficult to measure the rate of incorrect 
answers because of the large number of input data. However, it is possible to estimate a 
probabilistic upper bound on the generalization error which guarantees with probability p % 
that the generalization error is less than e % [190]. At present, the method is still in the research 
phase and the accuracy of its estimate is not yet high. However, it is expected to be applied at 
Lv.3 in the future as a measure of generalization performance. 

7.6.2.6. Adversarial training/robust training 

Adversarial training is a learning method, which looks for neighborhood data that are likely 
to cause miss-inference [128]. Compared to the standard training method, it may be able to 
improve the resistance of trained machine learning models against adversarial examples. 
Although this technology is still in the research stage, it is expected to be applied to Lv.2 in the 
future. 
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On the other hand, a robust training method is to eliminate neighborhood adversarial 
examples [200]. An approximate calculation method of the maximum safe radius is given 
together to guarantee that adversarial examples do not exist near each data point in the training 
dataset. Although this technology is still in the research stage, it is expected to be applied to Lv.3 
in the future. 

7.6.2.7. Randomized smoothing 

Randomized smoothing is a method to augment data with randomized noise so as to 
calculate the final result value to be a mean with respect to the noise distribution. The method 
is reported to improve the stability against the L2-norm adversarial attacks [123]. Furthermore, 
methods of adding randomized noise are proposed so as to guarantee the correctness of 
inference results [80][118]. In these methods, the randomized smoothing is applied to the 
neighborhood of input data. Because the statistically expected value is approximated by an 
average, multiple running results are needed. Furthermore, the stability degree is increased as 
the randomized noise is large, which in turn lowers the correctness. Such a trade-off relation 
must be taken into account. Nevertheless, this technology is expected to be applied to Lv.3 in 
order to guarantee the stability of inference results. 

7.6.2.8. Adversarial example detection 

Adversarial examples detection is a method to check, at runtime, whether incoming data are 
adversarial or not, and is one of the active research areas [127][203]. Although such a technology 
is still in the research stage, they will be expected to be applied to Lv.2 for protecting potential 
adversarial examples in machine learning components. 

7.7. D-1: Reliability of underlying software system 

7.7.1. General 

The reliability of underlying software system is an important item even in conventional 
software. Quality management is expected to be difficult especially in implementation of 
machine learning AI which uses a large number of libraries including open-source libraries. 
Open-source software does not usually count on guarantee. Therefore, in relation to end users, 
open-source users (e.g., developers and operators) are responsible not only for differences in 
malfunction but also for discovering and monitoring potential errors and, in some cases, making 
modifications. 

Moreover, when a machine learning model is built, it has been revealed that a training 
process incorporates bugs (e.g., program error) so that the impact of bugs does not appear in 
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tests, causing quality deterioration [141]. 
On the other hand, in relation to conventional software, configuration management and 

quality monitoring of libraries and fundamental software are emphasized and infrastructure and 
services for configuration management and quality monitoring are improving. Some data 
included in those services contain information such as libraries specific to machine learning, 
although they are somewhat limited. These existing infrastructures are deemed worth being 
utilized in applications of machine learning. 

7.7.2. Quality management of open-source software 

It is desirable for each business operator to think about how much open-source libraries can 
be trusted and their quality maintained by itself or outsourced. 

It can be expected that supported libraries whose quality is assured and software that went 
through the quality inspection process are used where necessary in relation to a necessary 
quality level. 

7.7.3. Configuration management and tracking of bug information 

For example, Common Platform Enumeration (CPE) [40][213] is used for configuration 
management of software components as a common ID to list system constituent components, in 
the security field. There are commercial products that manage versions of software components 
in use and extract information on their updates based on CPE. A list of vulnerability information 
related thereto called Common Vulnerability Enumeration (CVE)[41][214] does not include 
bugs that are not directly related to security vulnerability. However, at least tools related to CPE 
are very likely to be beneficial to track the latest version of libraries and infrastructure software. 

7.7.4. Possibility of specific check thorough testing 

Moreover, when constituting software components have any bug, that bug does not always 
have a direct effect on actual ML results in machine learning components different from 
conventional software. If software with bugs is placed in a feedback loop of learning or training, 
a trained model memorizes behaviors of said bug and training seems to be superficially 
successful in some cases. In these cases, it is reported that potential quality deterioration caused 
by software bugs can be found by analyzing statistical behaviors using any of the metamorphic 
test technologies listed in Section 7.6.1. 

7.7.5. Software update and possible adverse effects on performance and operation 

On the other hand, actual software whose configuration is complex often operates 
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unintentionally even if a developer of software libraries updates it with the intention of 
improving performance and operation. Depending on how a machine learning based system is 
configured, behaviors of bugs are sometimes adapted or learnt in the training process. Therefore, 
when any software constituent component is updated, its operation and performance must be 
reviewed. In some cases, it is important, to make a judgment to start training over or keep using 
an older version taking into account vulnerability. 

The Guideline cannot recommend any option, because a specific judgment depends on each 
situation. However, it is important to record the background of each judgment for accountability 
reasons in order to claim the proper quality management. 

7.8. E-1: Maintainability of qualities in operation 

This section describes technologies to maintain internal qualities satisfied at the 
commencement of operation throughout the operation period. In order to maintain internal 
qualities realized at the beginning of operation in spite of changes in external environments that 
may arise during operation, a machine learning component needs to respond to those changes. 
As described in Section 6.8.1, there are two operational patterns therefor. One is to make batch-
processing updates by returning to the developmental environment and deploying it again. 
Another is to automatically update the software component when needed or at a high frequency 
in the operational environment. In the former pattern, monitoring to determine the timing of 
update and update processing are main elements, while in the latter pattern, automated update 
processing is a main element. In order to realize this, on-line learning [173] is adopted. Even if 
updates are made automatically, it is necessary to monitor if automatic updates operate properly 
and process updates to respond to cases where there is any deviation from normal operation 
conditions. 

Some of monitoring technologies necessary for both patterns are presented here. We focus 
especially on technologies to detect changes in data distribution over time called concept drift 
[94]. Moreover, technologies to retrain machine learning models which play the core role of 
updating trained machine learning models and technologies to create additional training data 
used therein will be presented. 

7.8.1. Monitoring 

The relation between newly acquired input data and output (e.g., inference) results may have 
changed at the time of operation from the relation between them at the time of training due to 
various factors including changes in external environments. When a machine learning model 
trained in the design or development stage using such data whose input and output relations 
change is kept using during operation, its performance (e.g., accuracy) may deteriorate and 
result in serious damage. Therefore, it is required to continuously monitor behaviors of machine 
learning based systems and machine learning components for the purpose of checking if the 
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quality fulfilled at the beginning of operation is maintained throughout the operation period. 
There are the following four tasks of monitoring during operation. 

– Accuracy monitoring 
– KPI monitoring 
– Model output monitoring 
– Input data monitoring 

Accuracy monitoring directly measures the accuracy of trained machine learning models. 
This monitoring is divided into some patterns in accordance with the method of collecting 
correct answers compared with inference results of trained machine learning models required 
for calculating the accuracy. That is, after making an inference, (1) cases where correct answers 
are acquired automatically after a certain period, (2) cases where correct answers cannot be 
acquired automatically so that it is necessary to manually put labels and (3) cases where manual 
labeling is beyond budget or it is impossible to put labels. It is necessary to select an appropriate 
monitoring method in accordance with the above grouping of cases where correct answers are 
collected in order to appropriately monitor the accuracy. Moreover, some applications 
emphasize not only monitoring the accuracies of models but also monitoring from the viewpoint 
of KPI, KPI monitoring, in line with a conversion rate and the benefit of users. In this case, it is 
required to monitor the consistency between the accuracies of the models and the KPIs of the 
applications. 

Model output monitoring and input data monitoring refer to the monitoring of results of 
inferences made by a trained machine learning model and the monitoring of its input data, 
respectively. The monitoring methods are divided into human monitoring where 100% sampling, 
automated monitoring when alert conditions are known and filtering when conditions with 
higher possibilities of alert are known. Model output monitoring is further categorized into a 
case where each output inference is checked by experts as in the case of medical diagnostic and 
a case where all inferences are checked altogether after a certain period of time. In the same way, 
various conditions may be imposed in the case of monitoring by filtering (For example, false 
positive is acceptable but false negative is unacceptable). In addition, when input data are 
monitored, whether an alert is issued in the case of monitoring by filtering or input is 
disregarded depends on an application. 

7.8.2. Concept drift detection methods 

Concept drift is one of major causes of the deterioration of the accuracy of trained machine 
learning models during operation. A variety of monitoring or detection methods have been 
proposed recently. Concept drift detection methods are categorized as shown in Table 4 in 
accordance with whether correct-answer labels on data acquired during operation are used 
[171]. 
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Table 4: Classification and characteristics of concept drift detection methods 

Use of label Method Characteristics 
Labeled 
detection 
(Supervised 
detection) 

Sequential analysis Monitoring of absolute values such as 
accuracy 

Statistical Process Control 
 
Window based distribution 
monitoring 

Monitoring of the increase or decrease of 
error rate (Early detection by finding 
indicator) 
Monitoring of distribution differences 
between training time and operation time 

Unlabeled 
detection 
(Unsupervised 
detection) 

Novelty 
detection/clustering 
method 

Simple detection by clustering 

Multivariate distribution 
monitoring 

Detection by applying statistical hypothesis 
testing to data distribution 

Model dependent 
monitoring 

Output dependent of models, such as 
confidence score 

 
Studies of unlabeled detection methods have been carried out actively in recent years. For 

example, a literature [91] proposes an unknown class detection algorithm (MINAS) in multi-
class problem based on clustering methods such as k-means. Moreover, another literature [164] 
proposes an algorithm of incremental KS test which improved the amount of calculation by 
developing incremental Kolmogorov-Smirnov test to judge whether samples are generated from 
the same distribution. Moreover, a literature [121] proposes a method of detecting data changes 
by using confidence scores associated with output from trained machine learning models 
without using labels (CDBD). 

7.8.3. Retraining 

When any change in data distribution or deterioration in the accuracy of a trained model is 
detected as a result of the monitoring describe above, it is necessary to retrain the machine 
learning models using datasets which add recent data or replaced recent data with existing 
training data. Many researches have been made about this retraining. For example, a literature 
[186] provides a platform design method to automatically determine the appropriate timing of 
model update in relation to existing machine learning frameworks. Moreover, it has also been 
proposed a method of applying balanced parameters of both existing models and models that 
learnt new tasks to retrain models in order to reduce forgetting of old tasks caused by retraining 
of a neural network called catastrophic forgetting [119]. 
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7.8.4. Creation of additional training data 

There are many cases where labels cannot be collected automatically. In this case, it takes 
much cost to manually place labels to new data acquired at the time of operation. A study on 
reduced costs of retraining by reducing the number of data points to which labels are attached 
has been proposed through a method of reducing labeling work using software equipped with 
GUI (Graphical User Interface) [191] and active learning have been proposed to solve this 
problem [172]. 
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8. Fairness 

In this chapter, we analyze the social background and problems of quality management 
regarding fairness, as well as the technical issues specific to fairness. It also summarizes the 
issues that should be considered as internal quality characteristics to address fairness. 

8.1. Background 

8.1.1. Social demands and social principles 

8.1.1.1. AI social principles, etc. 

In recent years, there has been a lot of discussion about ethical and fairness issues of AI, and 
the norms in society of AI. Correspondingly, all the documents on AI social principles referred in 
Section 1.9 explicitly address requirements for fairness and ethics as important topics. The 
Council for Comprehensive Innovation Strategy's "Principles for a Human-Centered AI 
Society"[22] states in the point 6 Principles of fairness, accountability and transparency that 
under the design concept of AI, all people shall be treated fairly without unfair discrimination on 
the basis of their race, gender, nationality, age, political beliefs, religion, or other diverse 
backgrounds, and requests the sufficient consideration regarding fairness from the design phase 
of AI system. The OECD AI Principles [24] request AI systems to be designed with human rights 
and diversity in mind, and to include appropriate safeguard mechanisms against the fairness 
related issues. Furthermore, based on the OECD AI Principles, AI fairness subjects have been 
mentioned in EU AI White Paper [28] and the European AI High-Level Expert Group's AI 
Transparency Guidelines [30] ,and is considered to be gaining consensus at the principle level 
[33][88]. 

8.1.2. AI governance 

According to a report by the Ministry of Economy, Trade and Industry (METI) [33], AI 
governance is the design and operation of technical, organizational, and social systems by 
stakeholders with the aim of maximizing the positive impact of AI while managing the risks arising 
from its use at a level acceptable to stakeholders. The principles exemplified in the previous 
section are generally conceptual, technology-neutral, and cross-cutting statements of goals, 
while AI governance aims at achieving these goals through activities of the developers, 
supervisors, and regulatory enforcers, based on various grounds such as legally binding rules, 
non-legally binding guidelines, and international standards. 
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8.1.2.1. Legally binding rules 

Fairness has a long history in the U.S. legal system and has been the basis for several concepts. 
More than half a century ago, the Civil Rights Act of 1964 was enacted to prohibit discrimination 
by race, religion, etc. Title VII of this act addresses discrimination in employment. Through the 
administration of these laws, two important legal concepts, Disparate impact and Disparate 
treatment, have been established. However, these laws and other historic laws do not address 
issues specific to current AI system technology. For example, Facebook's 2019 lawsuit was 9also 
based on technology-neutral laws that are not limited to AI. 

Recently, in April 2021, the EU announced an AI-specific policy package, including a regulatory 
framework draft on AI [25]. There has been a lively debate among experts that legal regulations 
that apply to a wide range of AI fields may be a significant impediment to innovation. In terms of 
the severity of the restrictions, the EU's draft regulation takes a pragmatic, risk-based approach 
to classifying AI systems according to their intended use. For example, all AI systems those may 
contravene EU’s values, for instance by violating fundamental rights will be classified as 
unacceptable risk AI and prohibited in principle. AI systems that create a high risk to the health 
and safety or fundamental rights of natural persons are classified as high-risk AI and subject to 
compliance with certain mandatory requirements and an ex-ante conformity assessment. As 
with the case for GDPR, when the regulation is formally passed after further deliberations, it is 
expected to apply not only to AI system providers within the EU, but also to AI system providers 
outside the EU if used within the EU. 

8.1.2.2. Non-legally binding guidelines 

In general, it can be assumed that non-legally binding guidelines serve two purposes. 

1） In cases where legal regulations exist, to specify the means to actually fulfill the 

requirements (as detailed checklists, etc), 

2） In cases where legal restrictions do not apply, such as low-risk classification case, 

provide the basis for ensuring the quality of the AI products and services. 

For example, “The Assessment List For Trustworthy Artificial Intelligence (ALTAI)” [31] by the 
European High Level AI Expert Group addresses fairness as a Diversity, Non-discrimination, and 
Fairness requirement, and lists the following checklist items as the purpose of avoiding unfair 
bias: 

 
9 In March 2019, the U.S. Department of Housing and Urban Development filed a lawsuit against Facebook for 
violating the Fair Housing Act when its targeting ads excluded certain demographics from ad delivery based on 
race and other characteristics. 
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– Did you establish a strategy or a set of procedures to avoid creating or reinforcing unfair 

bias in the AI system, both regarding the use of input data as well as for the algorithm 

design? 

– Did you consider diversity and representativeness of end-users and/or subjects in the 

data? 

– Is your definition of fairness10 commonly used and implemented in any phase of the 

process of setting up the AI system? (Did you consider other definitions of fairness 

before choosing this one? etc.) 

The Guideline can also be utilized for both the purposes I and II mentioned above. 

8.1.2.3. International standard 

Reports and standards on ethics, transparency, and fairness of AI are being developed in ISO, 
IEC, and IEEE. These international standards are described in Section 11.2. 

8.1.2.4. Inclusiveness 

Addressing fairness is also essentially achieving diversity, and inclusive development, design 
and deployment that involves various communities from the beginning of the development 
process could help prevent further social damage and reduce existing social inequalities. An 
international multi-stakeholder initiative Global Partnership on Artificial Intelligence was 
established in June 2020 to achieve responsible, human-centered AI development and use, 
including this inclusiveness. 

8.2. Ethics and fairness definitions in the Guideline 

At present, we can hardly find out clear-cut definitions of terms such as ethics and fairness, 
which are fully agreed in both the social and technical domains. In the Guideline, we define ethics 
as good behavior in the context of real-world norms as a property of the field of sociology. This 
ethics is not limited to fairness but may also include policies on deterring certain forms of 
judgment, certain kinds of safety consideration, and on dilemmatic decisions. In general, ethical 
requirements for systems are implicitly presented by society, are derived from social norms that 
are not always explicitly stated, and serve as constraints and considerations for defining 

 
10 Fairness here is roughly equivalent to the fairness metrics of the Guideline. 
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requirements mainly in the planning and design stages of systems. 
On the other hand, we narrowly define fairness as not being treated differently, on some 

defined basis, due to differences in the inputs that are not defined as requirements. In discussions 
at the level of social norms, this definition of fairness is considered to be part of ethics. 

The fairness of the machine learning components that the Guideline aims to achieve is defined 
further narrowly with engineering focus, as a set of identification requirements that are subject 
to specific fairness guarantees, and that are discovered at the requirements definition stage from 
requests for ethics, functionality, etc., and are derived by the system provider as specific 
requirements from the requirements definition. 

8.3. Difficulties with fairness 

8.3.1. Diversity of requirements 

In the previous section, we described the fundamental definition of fairness in the Guideline. 
However, there are multiple perspectives to explain, assure, and convince people of being treated 
equally, and often, just saying being fair is not enough. A fair system would be developed only if 
fairness is defined in a detailed and mathematical way. In order to make such investigations on 
fairness, it is crucial to understand the key perspectives of fairness, especially related with 
various difficulty aspects. 

In this section, we will focus on the following two discriminations that have been often 
referred in the subjects related with the equal employment legislation of the United States, and 
other discussions about fairness. 

(A) Disparate treatment discrimination 
(B) Disparate impact discrimination 

Disparate treatment discrimination refers to cases where there is some unfair treatment in the 
process, where fairness is intentionally compromised, and is considered a basic requirement in 
the employment process. 

On the other hand, Disparate impact discrimination refers to cases where resulting fairness is 
compromised, and is sometimes regarded as a problem, such as in the adverse events to 
minorities. The definition of resulting fairness needs to be defined in detail using target 
indicators, such as equal hiring result number, equal ratio of hiring to applicants (between men 
and women). There are cases where deciding the right fairness index for the ethical requirement 
require quite a consideration. Furthermore, it is often not enough to simply not include 
intentional discrimination in the process; it may be necessary to intentionally introduce 
discriminatory treatment in order to eliminate discrimination as a result, and this may even 
involve an intentionally unequal process called affirmative action. From the perspective of 
engineering for society as a whole, this can be thought of as a situation where feedback control 
with overshooting is applied toward a target value that is considered to be correct, while from 
the perspective of AI system implementation, a specific output distribution is required as a 
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functional requirement based on ethical and fairness considerations. 
Regarding the terms equal opportunity and equal treatment that are often referred to in Japan, 

there exist multiple levels and need to be clarified case by case. Taking equal treatment as an 
example, it can refer to strong equality, meaning that measures are taken to ensure equality (e.g., 
algorithms) as a system during the development stage, or it can refer to weak equality, meaning 
that intentional inequities are avoided during the development stage. Especially in the field of 
statistical machine learning, the latter type of equal treatment alone is often insufficient to 
ensure fairness due to various factors. In addition, some situations such as personnel evaluations, 
may even require a justification that is felt by the individuals concerned that are hardly 
quantitively defined. 

 
(Reference) Group Fairness and Individual Fairness 

 In general, fairness demands are concerned with attributes that may cause inequity such as 

race and gender (attributes requiring consideration). Group fairness is to avoid discrimination 

among different groups with respect to some attribute value (e.g., disadvantageous treatment 

of women which is a value of the attribute gender), while individual fairness seeks for similar 

individuals to be treated similarly. As described in the following sections, most of the current 

general-purpose machine learning metrics and measures are based on the premise of group 

fairness that mainly addresses attributes that require consideration, generally called sensitive 

attributes, and the Guideline also assumes the group fairness perspective unless otherwise 

noted. 

 In the case where justification from the individual person point of view(=individual fairness) is 

required, such as personnel evaluations, it is difficult to define general metrics thus measures 

to satisfy the requirement must be considered for each system correspondingly. As for 

individual fairness, research on degree of similarity using distance learning[102] for example, 

have been proposed, and we hope to see more of this in the future. 

8.3.2. Ambiguous social demands for Fairness 

When the demand for fairness in the system is caused by the requirements of laws and 
regulations even if partially, the concretization level gap between the legal requirements and the 
technical implementation also becomes an issue. For example, when laws and regulations 
stipulate that no disadvantageous treatment shall be given, it is not always obvious what acts or 
omissions in automatic processing by machines and their design is considered as 
disadvantageous treatment. Furthermore, whether equal treatment demands on the process 
how people build AI or on the AI outcome can make a big difference in actual development work. 
As norms and best practices such as the Guideline become more widespread, it is expected that 
something like a market view of fairness measures will be formed eventually, but at the moment, 
it is strongly required to be able to properly explain how you thought and how you implemented 
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it. 
In addition, the requirements of laws and regulations are not always self-evident as to what 

is the object to ensure fairness in other words, what would be values for the sensitive attribute? 
Sometimes it is explicit, such as equal opportunity for men and women, but more often it is an 
incomplete enumeration, such as gender, race, etc. Even in explicitly defined case, consideration 
and explanation of the implementation policy will be needed, if the attribute is not necessarily 
included in the input data, or if the attribute value is subject to estimation and can contain 
measurement errors. 

8.3.3. Embedded inequities in society 

When building machine learning components from data, it is important to consider the case 
where the data itself, such as training datasets, may contain inappropriate biases. Data obtained 
from the real world may sometimes inherit the existing biases contained in society. 

Inequity embedded in society is one reason why a fair system cannot necessarily be created 
simply by eliminating sensitive attributes through the development process. Therefore, in 
developing a system that uses machine learning, where fairness is important, fairness 
requirements should be clarified not only from the deduction of the data itself, but also from a 
top-down analytical perspective, leading to scrutiny at the data preparation stage. Such activities 
will also lead to clarification of social demands for the system that are not always specifically 
stated, also improving its accountability. 

(Reference) COMPAS (Correctional Offender Management Profiling for Alternative 

Sanctions) Case Study 

 It was pointed out that the COMPAS system, which is used to estimate recidivism rates as a 

basis for making decisions on parole for imprisoned prisoners in the United States, may be 

making significantly unfavorable decisions for black prisoners, and that socially embedded 

biases such as bias in crime detection may be included in the training data. Whether the point 

was valid or not depended on how the fairness metrics were defined, which also suggested the 

importance of defining fairness metrics. 

8.3.4. Hidden correlations and proxy variables 

When building machine learning components from input data that has a huge number of 
attributes and information, other attributes that seem unrelated to discrimination, or features 
of the input that are not clearly identified as attributes, may have hidden correlations with 
sensitive attributes, resulting in statistical reproduction of discrimination. For example, such 
correlations between attributes such as name and gender, school name and gender, address and 
income, may result in unfair output even if the direct contribution of the sensitive attributes to 
the output is removed. It is also possible that unfair output may be produced as a result even if 
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the direct contribution of the attribute to the output is removed. 
In such a case, even if you try to remove social inequities by data synthesis as described in 

the previous section, you may not be able to synthesize training data that is appropriate in the 
real world. For example, if the name of a school has characteristics such as boys' school and girls' 
school, adding data by artificially synthesizing data with only the gender of the input data 
reversed will not result in valid data. 

8.3.5. Variables requiring careful consideration 

When trying to eliminate unfairness in the AI development process, it is sometimes difficult 
to decide how to treat attribute values that have indirect correlation with sensitive attributes, 
even if they are correctly identified. For example, in a case such as a lending credit operation, the 
amount repayable for the target customer which is not measurable directly is an important 
attribute that we want to estimate. In this case, if a measurable attribute which may be an input 
variable to the system is clearly identified as discrimination cause in the estimation, such as 
gender, or if it is a variable that can be clearly identified as an input to the target estimation 
function, such as loan amount, the appropriate process would be rather obvious. On the other 
hand, for example, attributes such as income are closely correlated with repayable amount by 
nature, but may also reflect social disparity and discrimination. Therefore, there is a possibility 
that we may want to use them from the perspective of improving estimation performance, but 
from a fairness perspective, maybe shouldn’t use it. In such a case, it is difficult to determine the 
strategy for ensuring fairness, and explanations are also important. 

8.3.6. Attacks against AI in use 

Lastly, let us note that the possible attacks against fair machine learning systems by users 
should be assumed. For example, in a system that performs continuous learning, an attacker may 
embed unfairness into the system by continuously feeding biased data, etc., or conversely, an 
attacker may gain by feeding adversarial data to a machine learning model that is distorted by 
the process of making it fair. 

8.4. Basic approach to ensure fairness 

In this chapter, we summarize the approach of fairness quality management in machine 
learning module that the Guideline address, based on the issues enumerated in the previous 
section. 
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8.4.1. Structural model for ensuring fairness 

Generally, fairness requirements for products and services between users and service 
providers concern quality in use and are expressed rather conceptually and only qualitative 
requirements such as not to be treated unfairly or to be treated equally are described there. On 
the other hand, fairness metrics (Section 8.5.2.4.2.1), which are dealt with in the literature on 
machine learning AI techniques, quantify the degree of bias of various input datasets and output 
results focusing on certain characteristics in the stages of system development & operation. They 
are numerical index corresponding to the internal quality index in the Guideline. 

Based on this perspective, the Guideline assumes the following process as a way to ensure 
fairness in machine learning systems. 

– Handle qualitatively, high level requirements for fairness of usually equal treatment type, 

such as derived from clear social demands or found through quality in use discussion. 

– Take the risk analysis based approach, which regards the compromise of equal treatment 

as a risk, to detail the fairness issue. 

– As the work progresses, define quantitative fairness metrics on equal outcome (i.e, 

measurable indicator) if appropriate, and use those metrics to achieve the target. 

This approach tries to ensure the appropriateness of metrics selection by means of analysis and 
design, similarly, to risk analysis-based approaches in functional safety area. 

Figure 18 below illustrates a typical flow of this approach. This diagram is not meant to 
constrain individual development policies or phases, but to provide a model for shifting from 
qualitative considerations to quantitative methods as following. 

(a) Fairness demands at the highest level of abstraction, usually demanded from 
perspectives such as justice or human rights, would be thought to derive from matters 
expressed in key words such as equality and equal treatment. 

(b) From the viewpoint of social rules such as legal system and implicit ethical behavior, 
there are two cases where equal treatment is required, and where equal outcome are 
required in the form of numerical target, as shown in Section 8.3.1 
 In the latter case, it may mean a response assuming that the treatment is not equal in 
the actual institutional aspect. For example, in the context of equal employment 
opportunity for men and women, when there is a positive feedback structure of 
undesirable(negative) phenomenon, such as that the lack of women's advancement in 
society hindering the development of women with sufficient social experience, which in 
turn delays women's advancement in society, a positive feedback may be induced to 
positive phenomenon by forcibly promoting women’s advancement through numerical 
targets. In this case, since the achievement of numerical equality of outcomes becomes 
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the primary objective, all subsequent stages are also attributed to the achievement of 
numerical equality. 
 In addition, as mentioned before, equal treatment has two levels; a strong requirement 
to actively design and implement the system to achieve equal treatment, and a weak 
requirement to avoid intentionally providing unequal treatment, which is a non-binding, 
just an effort target. The Guideline mainly deals with the positive activities of the former 
and does not cover weak requirements at the level of mere effort targets. 

(c) Regarding quality in use of the overall system design, and 
(d) the external quality, which corresponds to the design of machine learning modules, there 

are two options in goal setting; numerical (measurable) equality of outcome and 
equality of treatment. At this stage, if the sensitive attributes to be considered are clear, 
and if we can envision how fairness with respect to those attributes will manifest itself 
in the results of the machine learning model, we can define fairness metrics, such as 
quantitative goals, that can be used in later steps. 

(e) Next, in the preliminary preparation stage, where we construct(develop) the machine 
learning system that we want to train and consider some of the internal qualities (A-1 
and A-2 as defined in the Guideline), we have the same two options for setting goals. At 
this stage, analysis may be conducted based on the actual data collected and other 
information, and goals may be set. 

(f) Finally, in the stage of learning and checking internal quality, there are three possible 
options: analyzing the statistical distribution of results, monitoring statistical and 
analytical indicators other than the distribution of results, and explaining the equal 
treatment from the logical structure of the development. 
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Figure 18: Example of a process structure for ensuring fairness quality 

8.4.2. Basic approach to fairness assurance 

In the remainder of this chapter, we assume the process shown by the dotted line in Figure 
18 will be an approach that can be generally considered in basic fairness management in 
machine learning modules. Firstly, at the level of external quality, we discuss the fairness to be 
ensured among features and attributes in accordance with the definition of fairness as shown in 
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Section 1.5.3 and at the stage of internal quality consideration, we analyze data distribution, etc., 
and convert them into numerical requirements for bias in outcome, and others such as in dataset 
if applicable. Then, based on the results of the previous-step analysis, the requirement for bias 
in outcome (i.e., inequity regarding distribution of results) will be measured at the system 
development and testing stages, together with other metrics if defined, thus confirming fairness 
we are aiming for. 

This is based on the following two considerations. (Point 1) the fairness requirements should 
be reflected in the distributions of training and test datasets, since machine learning 
implementations are derived from data. (Point 2) in order to sort out the complex problem 
structure discussed in Section 8.3, consideration based on actual data at model development 
stage is necessary, thus keeping the original abstract-level fairness requirements until that stage 
is important. 

Of course, the development processes shown in the figure can be selected according to the 
situation of the functional requirements of the individual system. For example, in the case of an 
application where numerical targets are set in advance at stage (b), the implementation will be 
based on the functional requirements to achieve the numerical targets. 

Note that the avoidance of intentional unfair treatment as a non-binding target described in 
the previous section is mapped to a universal goal for product services at the AIFL 0 level. (it is 
not equivalent to best effort as required with AIFL 1) 

8.4.3. Considerations for handling data with sensitive attributes 

Among personal information, there are data with various sensitive attribute, such as race, 
gender, place of origin, etc., that require careful handling and must avoid unfair treatment 
resulting from these values. In developing machine learning modules that require fairness, the 
careful handling of these sensitive attributes (data) is required from the early stages of the 
process shown in Figure 18. 

The Guideline does not take the position that it becomes automatically fair if it does not handle 
these sensitive data. Data obtained from the real world have complex structures and correlations, 
and it is quite possible that AI built from other input data than sensitive data will eventually be 
found to have correlations with the sensitive data which are even not included in the input. 
Furthermore, not using the sensitive attributes in the development, especially in the testing 
process can be a major disadvantage because it makes it impossible to check and inspect the 
quality of fairness. This is because sensitive attributes are often the key points for ensuring 
fairness. Therefore, in order to build a fair machine learning system, we believe that such 
sensitive data should at least be obtained during development, and sufficient consideration 
should be given at the stage of system design and development process consideration. 

On the other hand, whether or not sensitive data can be obtained during operation phase for 
the purpose of quality monitoring and additional learning needs to be considered in relation to 
personal information protection. In addition, there may be cases where it is impossible to handle 
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sensitive information that requires special consideration, such as race or medical history, even 
at the system development stage. In these cases, it is necessary to give sufficient consideration 
to how to eliminate bias and conduct monitoring in the model building and additional learning 
stages. 

8.5. Quality management for fairness 

8.5.1. Refinement of fairness requirements as preliminary preparation 

If the required fairness target level is assumed to be AIFL 1 or higher, the points described 
below shall be considered in the requirements definition stage. If multiple factors are related to 
fairness, the level shall be determined in principle, corresponding to the most demanding factor. 

8.5.1.1. Clarification of fairness goals 

First of all, the goal of ensuring fairness for the target system should be clarified as follows. 
 
1) Consider the attributes that form the basis for judgments about fairness. 

A) Clarify the information such as sensitive attributes that needs to be taken into 

consideration for fairness, from the target function’s point of view. This information is 

not limited to that which is explicitly identified as an attribute of the actual input data. 

For example, information such as gender, age, race, and ancestry could be identified as 

sensitive attributes even though not included in data. 

B) If possible, clarify the observable information (e.g., written test scores, department of 

choice, etc.) that may be used for judgment with sufficient consideration of the 

influence from the sensitive attributes clarified above. 

C) Furthermore, if possible, verbalize the essential characteristics such as potential 

academic ability, graduation potential, etc. that are the source of the observable 

attributes to be judged above and are not affected by the sensitive attributes. 

 
Here, it should be noted that the results of the above study and subsequent efforts will vary 
depending on the scope of fairness that the target system or social activity that includes it should 
consider, or the assumptions of indicators to be considered fair/unfair given in the pre-condition. 
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(Example) 

For example, consider a college admission examination system, and the scoring and 

pass/fail judgment process of the system is our target of discussion. 

From the standpoint that solving the same prepared test questions at the same time shall 

give examinees a fair chance, the validity of the answers to the test questions becomes an 

essential (abstract level) index that should be used for the final judgment of pass/fail, and 

whether the score result might be an appropriate observable numerical index for it. 

On the other hand, as in the case of college entrance exams discussed in the fairness 

related study[78], the examination system itself may have fairness problems. From their point 

of view, potential academic ability and possibility of graduation may be essential ideal criteria 

for the judgement. In addition, the score result would be affected by the disadvantages derived 

from the poor past educational opportunities, might be strongly correlated racial, income data. 

They may argue that some corrections considering those aspects might be necessary for a fair 

pass/fail decision close to the ideal criteria. 

 
2) Clarify the basic handling policy for the sensitive data. 
 

A) Do the sensitive data require that the system not be treated in a discriminatory manner 

because of the information (equal treatment), or does it require that the results should 

follow a certain predefined distribution with the specific numerical targets (equal 

outcome)? 

 Are there any legal requirements regarding the handling of the information in 

question, such as those that exist in the areas of equal employment opportunity, equal 

race, etc.? 

B) If the discrimination related to the sensitive data already exists in the real world, how 

should the AI, which is built based on the data collected from the real world, handle it? 

Should such discrimination be removed as much as possible, or can a certain amount 

of residual discrimination be tolerated, or should be reproduced also within AI output 

based on the system requirements? 

C) Clarify the constraints on the available measures to remove residual discriminatory 

judgments in machine learning results. Is it permissible to introduce intentional 

corrections to the training data or to intentionally adjust the trained model? It should 

also be clarified how the decision to stop development will be made if the problem 

cannot be corrected by the available means. 
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After making the above decisions, the fairness requirement level (AIFL) is checked again. 

 

8.5.1.2. Modeling dependencies and causal relationships among data attributes 

Since data acquired from the real world have complex structures and correlations, machine 
learning without properly understanding the dependencies and causal relationships between 
attributes may cause inappropriate for the purpose or inaccurate results. 

As we plan to implement the system using machine learning with data rather than logical 
description by program description, the dependencies and causal relationships among 
attributes are not completely known (if they were known, the non-AI program could have been 
written), and it is difficult to grasp them completely even after exhaustive analysis. However, it 
is very important to investigate especially the following aspects as far in advance as possible. 

 
1) Information paths that may cause unfairness 
 

In the process by which a sensitive attribute unfairly affects the output of a system, the 
sensitive attribute may directly affect the result, or there may also be contributions from other 
attributes that are affected by the sensitive attribute, or even further indirect influence through 
those attributes. When these series of causal paths are not understood, it is often the case that 
the final fairness requirement cannot be met nor explained, even removing the direct impact. 

In addition, when there are attributes correlated both the attributes; that should contribute 
to the system decision and that should not, a typical pre-processing such as eliminating bias in 
the dataset regarding the sensitive attribute can have a negative impact on the AI system decision 
performance, thus requiring careful consideration. 
 
2) Simpson’s Paradox. 
 

Simpson's paradox refers to the phenomenon that when analyzing to find a relationship 
between two data attributes ignoring the third factor that is actually involved in both of them, a 
correlation that does not exist in reality or a correlation that is the opposite of reality may be 
shown [158]. This paradox was proposed over 50 years ago in the field of statistics, but it also 
applies to machine learning today. In order to prevent such a phenomenon, it is necessary to 
understand the relevant third attribute in advance and to prepare learning data with case 
separation for the third attribute. We will discuss specific examples later. 
 
3) Necessity of using sensitive attributes 
 

There can be cases where fairness cannot be achieved without daring to use sensitive 
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attributes. In other words, fairness by unawareness may sometimes be insufficient for the 
objective. 
 

For the support of analysis described above, a graphical method that can represent these 
interrelationships in a relatively concise manner, called Causal Bayesian Networks (CBNs) [78] 
will be presented here. CBNs are graphical representations that exhibits the causal path between 
attributes, helping us to consider the patterns of unfairness underlying the training data. It is 
also useful for examining the types of fairness metrics that should be used. 
 
 
 
 
 

(Example.) 

 
Figure 19: Example of association visualization using CBN (from[78]) 

 
Figure 19 shows a college admission scenario in which applicants are admitted based on 

qualification exam result, choice of department, and gender discussed in [78], etc. CBN 

visualizes the relationship between attributes by representing a direct influence of α on β is 

represented by an arrow from α → β (causal path), which is to be considered to see whether 

their influence is fair or unfair, or “either is possible”. 

In this example, the causal path from exam results to pass/fail decision is certainly fair. If 

gender is used directly in the pass/fail decision, i.e., if the two individuals with same exam 

results can be treated differently just depending on their gender, there exist the causal path 

gender → decision, which is certainly unfair. 
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The path from gender to choice of department could be either as fair or as unfair. If the 

fact that women tend to prefer certain department is due to implicit environmental pressures 

on women, then it is unfair causal path. Similarly, the path from choice of department to 

decision could either be considered as fair or as unfair. If the admission rates for departments 

chosen more often by women would be intentionally lowered, then the path would be unfair. 

 

Thus, by carefully analyzing the paths that may influence pass/fail decisions, we can see 

that the path gender - choice of department - decision can be a factor that impairs fairness, 

depending on the actual situation and algorithm. This means that the fairness of the decision 

result cannot be guaranteed by simply excluding the direct causal path from gender to decision. 

 

Figure 20 is an example of the Simpson's Paradox in CBNs. For the purpose of finding 

correlation between the attribute exercise days per week and the attribute health (assuming, 

some health parameter), we may not be able to achieve our goal if we train our model using 

dataset collected without considering the third factor age, which affects both attributes. 

 For simplicity's sake, let's assume that age is positively correlated with exercise day per week 

and negatively correlated with health. In this case, even if exercise and health are positively 

correlated actually, the opposite result may occur. The third factor, such as age in this case, is 

referred to as confounding factors and should be carefully handled in training dataset 

preparation, not only from a fairness perspective. Drawing CBNs encourages the discovery of 

such confounders, and if an attribute of concern is a confounder, it can be recognized in 

advance that simply removing it may not be appropriate. 

 
Figure 20: CBN example of Simpson's paradox 
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8.5.1.3. Different perspective from AI development 

The detailed fairness requirements described above as a preliminary preparation may be 
hardly achieved by only AI engineers, so the participation of domain experts would be desirable. 
Alternatively, the following approach from a different perspective from AI development would 
be expected to have a certain effect. 
 
Correlation Analysis (Statistical Method) 

As shown in Figure 18: Example of process structure for ensuring fairness quality, the Guideline 
recommends that the detailed study based on actual data should be conducted in the model 
"development" stage, and that the requirement analysis stage, should be conducted top-down , 
without going deeply into the implementation aspect with the detail analysis on actual data. 

However, if domain knowledge is insufficient, such a top-down examination might be difficult, 
thus analysis such as CBN based one, might be impossible at all.  
 To overcome such difficulties, the following steps might be some realistic options: 
1) Draw a network based on the correlations that exist in the actual data; 
2) For the drawn network, carefully determine the nature of each correlation (e.g., a fair causal 
path or an unfair causal path). 

However, it should be noted that the fairness requirements should be essentially analyzed from 
the higher-level requirements and may not necessarily be directly expressed by the attributes in 
the actual data. 
 
Social and Economic Approach 

Fairness and equality in society have long been studied in welfare economics, including the 
Social Welfare function (SWF). Recently, SWF utilization has been proposed to optimize 
interventions to ensure fair causality[115]. 

We expect that approaches from perspectives other than AI engineering, such as those 
described above, will provide some insight that could resolve the difficulties in analyzing fairness 
requirement. 

8.5.2. Fulfillment of fairness requirements 

8.5.2.1. Policy outline 

This section provides an overview of the actions for meeting the fairness requirements. 
Depending on the scope of the techniques, they can be broadly categorized as follows. 

A) Changing/Adjusting training datasets 
B) Techniques on learning algorithm 
C) Adjustment to outcome (trained models) 
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D) Correction in use 

These also correspond to the three categories of fairness techniques by development process 
[129][217][150] as follows. 

A):   Pre-processing approach 

B):   in-processing approach 

C) and D):  Post-processing approach 

Depending on developers’ ability to intervene in the process of the target machine learning 
module, the choice among measures would be made as follows. 

– If the developer can modify training dataset, then pre-processing is worth trying because 

it allows for relatively straightforward explanations such as we trained on a dataset with 

specific metrics and guaranteed fairness and is generally quite effective. 

– If the developer can design model/learning algorithm, then in-processing approach can 

be used. 

– If the developer can only receive a trained model which is basically as black box and can 

perform some adjustment to it, then only post-processing would be the choice. 

Taking into account the target level of fairness, the basic policy of actions is approximately as 
shown in the following table. 
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Table 5: Summary of work scope and actions by AIFL 
 When the training dataset 

can be modified 
When the design model 
and learning algorithm 
can be modified 

When only post-
processing of trained 
models is possible 

AIFL 2 Define and record fairness 
metrics goals for the 
training dataset, with 
multiple pre-processing 
techniques, if necessary, 
to improve and ensure 
they are met as much as 
possible. 

Add fairness metrics for 
model output to the 
learning objectives and 
balance them with other 
metrics such as AI 
performance, and to 
achieve the target using 
in-processing techniques. 

N/A  
(Consider in advance 
about the measures that 
can be taken to adjust the 
trained model. If the 
essential conditions are 
unlikely to be met, the 
work scope needs to be 
reviewed.) 

AIFL 1 Define and measure 
fairness metrics goals for 
the training dataset. If 
there are deviations, pre-
processing techniques are 
used to improve and 
recorded with the result. 

Fairness metrics for model 
output are added to the 
learning goals, and if the 
results of training with AI 
performance priority 
deviate from the goals, 
improve it by in-
processing techniques and 
recorded with the result. 

Define fairness metrics for 
model output and 
measure them during 
testing. If there is a 
deviation from the target, 
try to improve it by 
adjusting the trained 
model, or any other 
adjustment in the 
operation. 

AIFL 0 Define, measure and 
record fairness metrics for 
training datasets. 

Define fairness metrics for 
model outputs and record 
their measurement during 
training. 

Define fairness metrics for 
model outputs and record 
the measurements during 
testing. 

 
The following sections describe the details of the techniques, mainly in line with the internal 
quality set forth in Section 1.7 and Chapter 6. 

8.5.2.2. A-1: Sufficiency of problem domain analysis (preliminary preparation) 

By following the guide presented in the preliminary preparation (Section 8.5.1), the following 
aspects can be investigated. 

– Dependency analysis between attributes 

– Clarification of requirements for training dataset distribution 

– Metrics to be checked (fairness metrics) 
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In addition, considering the nature of the overall system to be developed, the requirements of 
the following perspectives should be sufficiently confirmed. 

– Consistency with legal and social requirements 

Since the development team may not have sufficient knowledge of legal and social requirements, 
it is advisable to consult experts in the field. 

 

The required actions for each target AIFL level are as follows in the preliminary preparation 
phase. 

・ AIFL 1 

 Define the fairness requirements and record them, including the history. 

 Based on this requirement, requirements for data preparation such as fairness 

metrics for training datasets shall be defined. 

 Based on this requirement, fairness metrics for model outputs shall be defined. 

・ AIFL 2 

 In addition to those listed in AIFL 1, the following actions shall be taken 

 To model dependencies and causal relationships between data attributes. 

 The results of modeling should be reflected in the fairness metrics of the training 

dataset. 

 

The fairness metrics for the training dataset are basically from the same perspective as those 
for the model output. For example, if the fairness requirement is no difference in pass or fail 
judgments based on gender for the output, the training dataset should also be free of bias from 
that perspective. Examples of metrics are described in Section 8.5.2.4.2.1 

8.5.2.3. B-1 to 3: Coverage/uniformity/validity of datasets (data preparation) 

In the data preparation stage, pre-processing techniques are taken to ensure required fairness, 
mainly from the internal quality perspective of coverage, uniformity, and validity of datasets. 
What is commonly referred to as Data Fairness is achieved at this stage, and there are two types 
to address it; one for data collection process and the other for the data collected. 
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8.5.2.3.1. Data collection process without introducing bias 

From the perspective of preventing disparate treatment, first of all, we must avoid bias in data 
collection operation, such as sample size disparity and tainted examples11, which makes datasets 
become biased against the real world. 

Actions here are based on the perspective of coverage and uniformity of datasets in the sense 
of confirming whether there are enough data for the attribute combinations of interest, or 
whether the data are close to the distribution in the real world. Techniques such as weighting 
the collected data by groups (Reweighing [111]) are used for the purpose. 

 

8.5.2.3.2. Data adjustment, enhancement, and synthesis 

If we want to prevent disparate impact, even if the dataset corrected is not biased against 
reality, we may need to take measures against the distortions and discriminatory factors 
inherent in the dataset from the real world, corresponding to validity of datasets point of view. 

Examples of major techniques include the following 

– Disparate Impact Remover 

 To remove the bias caused by the so-called proxy, the attribute value that may be 

correlated to the sensitive attribute is modified to reduce the possibility of indirectly 

inferring the sensitive attribute from that proxy attribute. 

– Optimized Pre-Processing 

 A framework for pipelined transformations to pre-process training data. Consideration 

is given to both the removal of bias and the usefulness of the data which are not too far 

from the real data [68]. 

8.5.2.3.3. Required actions for each quality level in data preparation 

Required actions for each target AIFL level are as follows in dataset preparation phase. 

 

・ AIFL 1 

 Measure and record fairness metrics for datasets. 

 
11  Sample size disparity: The number of data points varies greatly depending on the value of the attribute 

requiring consideration. 
 Tainted Sample: Bias caused by human labeling 
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 When the dataset preparation is within the work scope, if the metrics deviate from 

the target, at least different treatment measures described in Section 8.5.2.3.1 shall 

be taken to improve the metrics. 

–  

・ AIFL 2 

 In addition to those listed in AIFL 1, the following actions shall be taken 

 When the dataset preparation is within the work scope, if the metrics deviate from 

the target, different impact measures described in Section 8.5.2.3.2 shall be taken. 

 When dataset preparation is outside the work scope, consider measures to minimize 

the impact of the dataset metrics deviation from the target on learned model output 

later in the process. In some cases, collateral outside of the machine learning 

component should be considered in advance. 

 

(Note) Some of the pre-processing methods described herein are available on a 

development platform and tool as described in Section 8.6. However, in almost all the cases 

there, the input data are assumed to be a series of attributes and values (structured data) and 

sensitive attributes are already identified within the data. It is sometimes difficult to use those 

methods directly with machine learning systems that process non-structured data, for 

example, natural language processing that takes a large amount of text (corpus) as input. As 

for fairness in natural language processing, Mehrabi et al. [129] have introduced bias removal 

methods in language modeling and feature learning methods but further research is still 

needed to make these methods widely available in the field. At present, a realistic approach is 

to ensure fairness by testing and adjusting the resulting machine learning models in post-

processing. 

8.5.2.4. C-1 to 2: Correctness and stability of trained model (training and testing) 

In training with the dataset, in-processing and post-processing techniques are taken to ensure 
fairness from the internal quality accuracy of the model and stability of the model perspectives. 

8.5.2.4.1. Countermeasures (in-processing) in model development and learning phase 

In-processing measures are those that aim to embed fairness in the model and can mainly be 
implemented by modifying the objective function with additional constraints or adding model 
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elements, as described below. 
 

8.5.2.4.1.1. Example of additional constraint technique 

– Prejudice Remover  

 The resultant probability distribution is adjusted by adding a constraint to remove 

indirect prejudice12 that remains even if the sensitive attributes are not used directly. 

For this purpose, the constraints are implemented as a regularizer using the sensitive 

attributes and added to the objective function. 

 This method is highly explanatory, although its applicability is limited to identification 

problems [112]. 

8.5.2.4.1.2. Example of adding model elements technique 

– Adversarial Debiasing 

 This technique adds an adversarial model that uses the inference results from the target 

model as input to infer the sensitive attribute. The target model should be trained so that 

the inference of that adversarial model fails as much as possible. 

 Adversarial debiasing allows for a wide variety of target model algorithm and may 

handle the problem of insufficient proxy analysis in data preparation phase. [206]. 

8.5.2.4.2. Adjustment to trained models 

Among the measures classified as post-processing techniques, this section discusses 
adjustments to the trained model, from model accuracy and model stability aspects, while in the 
next section, adjustments during operation assuming that discrimination remains will be 
discussed. 

Depending on the required fairness goal metrics for the trained model, there are adjustments 
such as the Equalized Odds Framework and calibration [160]. 

 
Of course, quantitative evaluation of target metrics is necessary during learning as an internal 
quality target, and it is essential to define and measure them appropriately. 

8.5.2.4.2.1. Example of target metrics 

All of the metrics are positioned as indicators to confirm that there is no different impact 

 
12 One source of bias. The statistical dependence of a target variable or a non-sensitive attribute on a sensitive 
attribute. 
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discrimination. They are selected according to the concept of discrimination concerned for the 
system. Some commonly used fairness metrics are listed below. For others, please refer to the 
literature [129]. 

Equalized odds 
Make the right decision without relying on a sensitive 
attribute. (𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹) and 𝑇𝑇𝐹𝐹/(𝐹𝐹𝑇𝑇 + 𝑇𝑇𝐹𝐹) ) are equal. 

Predictive parity 
Regardless of a sensitive attribute, the precision rate 
(𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇) ) are equal. 

Demographic parity 
The percentage of Desired outcome is equal regardless of a 
sensitive attribute. (𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇)/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝐹𝐹 + 𝐹𝐹𝐹𝐹) 
Desired outcome (equal percentage) 

8.5.2.4.3. Required actions for each quality level in model training 

Required actions for each target AIFL level are as follows in model training phase. 

・ AIFL 1 

 Measure and record the model output metrics. 

 If there is a deviation from the target, at least one in/post-processing technique shall 

be used to make improvements, and if there is still a deviation, record it. 

・ AIFL 2 

 In addition to those listed in AIFL 1, the following actions shall be taken 

 If there is a deviation from the target, try multiple in/post methods to make 

improvement as much as possible. 

 If there is still a discrepancy that cannot be resolved, consider combining additional 

measures in actual operation, sometimes extending to outside the machine learning 

module. 

8.5.2.5. Adjustment and usage during operation 

Even with the measures described so far, the bias may not be fully removed. To deal with such 
cases, there are measures to adjust the learned model in some way when actually performing 
inference. The following is one example of such methods that has been proposed. Of course, 
other adjustments can be made to the system as a whole, including outside the machine learning 
components, to suit the situation. 
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– Reject Option-based Classification (ROC) 

 Based on the hypothesis that discrimination occurs when the confidence level of the 

model inference is low, ROC rejects or revises the results of inferences that may lead to 

discrimination. Specifically, if the favorable outcome of the favored group or the 

unfavorable outcome of the non-favored group comes out lower than the specified 

confidence level, the result is rewritten [110]. 

8.5.2.6. Maintainability of qualities in operation (E-1) 

Products and services for which fairness is important are often used in public spaces and other 
open environments, and therefore, sufficient consideration must be given to changes in quality 
in operation, such as concept drift. It is necessary to measure the fairness metrics for model 
outputs and datasets at appropriate intervals, regardless of the target AIFL level. 

8.6. Development infrastructure and tools for fairness 

8.6.1. Purpose of using development platforms and tools 

The work described in Section 8.5 performed in the machine learning lifecycle, along with 
other quality goals than fairness. Fairness often requires a trial-and-error approach, including 
the identification of biases inherent in datasets and the measurement of fairness metrics for 
trained models. For this reason, the use of development platforms and tools is quite beneficial 
for the followings: 

– Efficiently consider the perspectives described in Section 8.5.2 for the dataset. 
– Perform some kind of visualization, metrics evaluation, or other fairness assessment of 

the trained model. 
– Maintain appropriate records of work, the datasets used in the process, and the 

sequence of work. 

8.6.2. Examples for applicable tools 

8.6.2.1. Typical functions and modules 

The main functional groups that are desired for the platforms and tools are listed below, based 
on the purpose described in the previous section. 
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(a) Visualization of datasets for analysis to discover relationships regarding sensitive 
attributes 

(b) Discovering fairness matters other than those clarified with metrics for counterfactual 
experiments to test the impact of changes in certain attribute values on output 
decisions 

(c) Various fairness metrics measurement 
(d) XAI Library for visualization of which attributes contributed to the decision 
(e) Infrastructure for building pipelines to support the lifecycle of continuous monitoring 

and relearning after operation, so-called DevOps infrastructure + infrastructure for 
datasets and models) 

Google and IBM Fairness360 are described below for reference, but new features from various 
other vendors will continue to be provided, so please check the latest information before making 
any selection. 

8.6.2.2. Example 1: Google tools 

Functions (a) through (e) described in the previous section will be covered as follows. 

– What-if-tool (a), (b) 
 https://pair-code.github.io/what-if-tool/learn/tutorials/walkthrough/ 

– Fairness Indicators (c) 
– Explainable AI (d) 

 https://cloud.google.com/explainable-ai/ 
– AI-Platform (e) 

 https://cloud.google.com/ai-platform 

 
The What-If-tool, which provides a variety of functions directly related to fairness, is not just a 

visualization of the training dataset, but also helps to discover potential bias patterns in the 
dataset through hypothetical scenarios and analysis functions when sliced by various attributes. 

Explainable AI can also contribute to confirming the bias, as it can quantitatively indicate 
which attributes contributed to the decision during inference. (Note that, as mentioned in 
8.2having influence does not necessarily mean unfairness.) 

8.6.2.3. Example 2: IBM tools 

Functions (a) through (e) described in the previous section will be covered as follows. 

– AI Fairness 360/IBM Watson OpenScale … (a), (b), (c) 
 https://aif360.mybluemix.net/ 

https://pair-code.github.io/what-if-tool/learn/tutorials/walkthrough/
https://cloud.google.com/explainable-ai/
https://cloud.google.com/ai-platform
https://aif360.mybluemix.net/
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 https://www.ibm.com/jp-ja/cloud/watson-openscale 
– AI Explainability 360/IBM Watson OpenScale … (d) 

 https://aix360.mybluemix.net/ 
 https://www.ibm.com/jp-ja/products/cloud-pak-for-data 

– IBM Cloud Pak for Data … (e) 

 
AI Fairness 360 and AI Explainability 360 are open source software developed and released by 
IBM Research Foundation and donated to the Linux Foundation in 2020. AI Fairness 360 
provides a rich set of features to address biases in machine learning models and datasets, and 
generally covers the methodologies described in the Guideline. 

– Pre-processing: Supports reweighing of training data, disparate impact remover, 
optimized preprocessing of training data, etc. 

– In-processing: supports prejudice remover, adversarial debiasing, etc. 
– Post-Processing: Equalized odds and calibrated equalized odds are supported. 
– Metrics: Predictive parity and others are supported; Equalized odds and demographic 

parity can be calculated using the provided modules. 

 
IBM Cloud Pak for Data is a multi-cloud software that covers the lifecycle of machine learning 
models in an integrated manner, and IBM Watson OpenScale is one of the software modules that 
make it up. The ability to monitor input and output data during model operation and detect time-
series changes in fairness metrics is useful for improving biases that occur after operation begins. 
 

https://www.ibm.com/jp-ja/cloud/watson-openscale
https://aix360.mybluemix.net/
https://www.ibm.com/jp-ja/products/cloud-pak-for-data
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9. Privacy 

This chapter first summarizes social backgrounds in which quality management issues for 
privacy are considered (Section 9.1), then presents some quality characteristics specific to the 
privacy in machine learning (Section 9.2), and finally describes issues to be considered in the 
quality management (Section 9.3). 

9.1. Privacy protection 

This section summarizes the social context in which the notion of privacy in information 
systems, the right to control personal information, is considered. 

9.1.1. Privacy risk 

9.1.1.1. Ethical AI 

AI technology, powered with data, enables realization of advanced functions and wide spread 
use of them. Such application functions may include services that have much impact on the right 
to privacy, depending on how they are used. For example, remote facial recognition in public 
places, profiling, and micro-targeting, if used outside the user's control, increase the danger of 
privacy violation. These observations have led to regulations that restrict the usage of socially 
unacceptable services and impose legal obligations on service developers and providers so that 
they protect the right to privacy. The legal issues have been discussed together with the notion 
of Ethical AI [23][30]. 

Ethical AI aims to mitigate threats to human safety and includes concerns about threats to 
privacy of users in general [79]. The discussions in Europe lead to regulations which enumerate 
specific services that may violate privacy rights and restrict high-risk AI systems or AI systems 
being used that pose the unacceptable harms[25]. 

In developing information systems, including systems to use AI technology, some measures 
on the protection of information and users’ personal data are mandatory [31][26]. Personal data 
should not be identifiable from available information in places where they are outside the user's 
control. Unrestricted sharing and distribution of personal data bring about threats to human 
safety. It should be ensured throughout the system lifecycle, from development to operation, that 
personal data are appropriately protected. 

9.1.1.2. Negative externalities 

The views on personal data protection have changed over time. In general, information has 
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positive externality: the greater the amount of information, the higher new values [90]. Until 
around 1980, restricting data from public use was considered as economical inefficiencies, 
sometimes resulting in double investment, so that appropriate data sharing mechanisms were 
pursued. In the mid-1990s, with the development of information technology, it became possible 
to share large digital data or databases. The benefits of secondary use were emphasized, and 
digital data distribution was actively promoted. 

It is often thought that data protection problems do not arise if personal information that 
would allow identification of individuals is pre-processed to be removed from public databases 
that are shared and distributed. However, it has been shown, in a public medical database, that 
re-identification of personal information is possible from the pre-processed and de-identified 
medical records [183]. Moreover, if there is public information available externally, the auxiliary 
information or background knowledge in it can be used in the re-identification attacks: the 
greater the amount of information, the greater the danger of personal data re-identification, 
which is called negative information externality[48]. 

From the viewpoint of service development and provision, the negative externalities directly 
link to adversarial impacts on business. Indeed, in the 21st century, as Internet services become 
more active than before, the threat of personal data re-identification has increased, and 
countermeasures against this have become a major technical challenge[100] [146]. In the future, 
AI technology can serve as a basis for those advanced services to use personal data that might 
include sensitive information. It is necessary to understand the dangers posed by the negative 
externalities, and to establish technical and institutional frameworks to mitigate such business 
risks. 

9.1.1.3. Personal data 

Personal data represent information that identifies an individual. As information technology 
has advanced, the context for discussing protection issues has been broadened, and the types of 
personal data have been varied. They can be generally classified into registered data and activity 
data. 

9.1.1.3.1. Registered data 

Registered data represent information that directly identifies an individual. Items are 
covered in Census such as name, date of birth, gender, race, address [219], and sensitive 
attributes, such as SSN or medical records. Some of them are explicitly listed as the subject of 
laws and regulations; they include specific sensitive personal information found in JIS Q 15001, 
Personal Information Protection Management Systems, Japan or sensitive personal information 
defined by Revised Act on the Protection of Personal Information, Japan. 

9.1.1.3.2. Activity data 

Activity data include not only information resulting from real-world activities, but also 
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information related to Internet service use, online activities. The latter has become understood 
as personal data as the Internet services grow. Typical examples of activity data include search 
history when using search engines, like button information in SNS, e-commerce purchase history, 
on-demand video viewing history, and cookies. Some may also be explicitly subject to legal and 
regulatory requirements [26]. With the development of information technology, including AI, 
activity data are considered to become even more diverse in the future. 

9.1.2. Rights of the data subject 

9.1.2.1. Data subject 

The right to privacy is understood as one of the fundamental human rights and is given a 
legal basis as a right of natural persons. On the other hand, it is not an absolute right, but rather 
follows the principle of proportionality. Regulations refer to a balance between positive and 
negative aspects. Natural persons associated with the personal data discussed in the previous 
section are called data subjects. 

9.1.2.2. Control by data subject 

The rights of data subjects involve a legal basis. Due to different national basis laws, the rights 
of data subjects may not be the same. This chapter provides an overview of data subject rights, 
focusing on the European general data protection regulation (GDPR) [26]. Since its entry into 
force in 2018, legislations similar to the GDPR have been discussed in many nations, and global 
markets are being formed in line with the GDPR's approach. This chapter focuses on the GDPR 
as a representative example of legislation. 

 
Consent: The provision of personal data is subject to consent by the data subject. There are 
two general approaches: opt-in, which requires prior consent for the provision of personal 
data, and opt-out, which deems the provision of personal data to be consented to unless there 
is an explicit refusal to provide it. And only free consent is valid [Article 7 of the GDPR].  
 
In relation to the consent that has legally basis, the following points should be noted [Article 
5.1 of the GDPR]. 
 
Purpose limitation: Personal data shall be collected for specified, explicit and legitimate 
purposes and not further processed in a manner that is incompatible with those purposes. 
Further processing is considered incompatible. 
Data minimization: Personal data shall be adequate, relevant, and limited to what is 
necessary in relation to the purposes for which they are processed. 
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Storage limitation: Personal data shall be kept in a form which permits identification of data 
subjects for no longer than is necessary for the purposes for which the personal data are 
processed. 
 

Note that, as will be discussed later, these bring about major challenges in the context of data 
protection related to AI (Section 9.2.1.1). The importance of control by the data subject is also 
discussed as below. 
 

Right to rectification and erasure: Data subjects have the right to obtain from the controller 
without undue delay the rectification of inaccurate personal data concerning him or her 
[Article 16 GDPR] and the right to obtain from the controller the erasure of personal data 
concerning him or her without undue delay [Article 17 GDPR]. The right to erasure is referred 
to as the right to be forgotten. 

9.1.3. Protected processed data 

Threats to personal data protection arise from re-identification. If personal data were to be 
released in their unprocessed form, they would clearly not be protected. Whether or not re-
identification is possible is dependent on the method of data protection pre-processing 
[146][161]. The GDPR considers multiple methods of data pre-processing and requires that 
appropriate institutional measures to achieve required level of protection be put in place, 
depending on the strength of the data pre-processing method (Section9.1.3.2). 

9.1.3.1. Spectrum of data protection pre-processing 

The terminology used for protection pre-processing methods differs in divergent research 
fields. In this chapter, we avoid preconceptions given by the wording of the terms, and divide 
them into four levels, from the protection processing level 0 to protection processing level 3, 
according to the protection strength. Below, the subject matter is equally applicable to both 
registered and activity data. 

Protection processing level 0: Unprocessed or unmodified data. If the data concerned are 
personal data, technical or institutional measures should be taken to achieve the expected 
data protection level. For example, mechanisms should be used to prevent the data from being 
leaked to the outside world. 
Protection processing level 1: Data obtained by pre-processing unmodified data. They 
include pseudonymous data. Those data can be reconstructed by inverse transformations. In 
other words, data can be re-identified once the function responsible for the pre-processing or 
its inverse function is obtained. It is mandatory to take technical and institutional measures 
to achieve the expected data protection level. For example, information related to the pre-
processing process should be properly managed to avoid the application of the inverse 
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transformation process, and a mechanism to prevent the leakage of such information to the 
outside world should be used together. 
Protection processing level 2: De-identified data in which unmodified data are pre-
processed to make re-identification difficult. While the level 1 allows direct de-identification, 
the level 2 often requires a trial-and-error method of indirect de-identification while making 
use of auxiliary information or background knowledge. Differences in the difficulty of indirect 
de-identification affect the technical or institutional measures to be taken. 
Protection processing level 3: Anonymous data are those pre-processed in such a way that 
the inverse conversion is proven to be mathematically impossible in principle. Anonymous 
data are defined as those that are irreversible. Note that at the current level of technology, 
there is no generic transformation method that guarantees the irreversibility. 

9.1.3.2. (Supplementary) Views under existing Regulations 

The classification of the levels of protection pre-processing is based on technical methods 
(Section9.1.3.1). Below is an informal overview of the approaches taken under existing 
regulations on data protection. 

9.1.3.2.1. Binary classifications 

The binary classification approach was adopted until the mid-1990s, when benefits of 
secondary use, or publicly sharing, of digital data were primary, in which data are divided into 
two categories: unmodified data of the protection processing level 0 and the protection 
processing level 1 or beyond. Unmodified data, if referring to personal information, are subject 
to regulations, which requires that technical or institutional measures be taken to protect them. 
On the other hand, pre-processed data, of the level 1 or beyond, are collectively referred to as 
anonymized data and attempts to re-construct or re-identify these are legally prohibited. 
However, it is argued that the expected protection cannot be achieved only by imposing penalties 
on re-construction or re-identification as a violation of the law. [161]. 

It should be noted that these anonymized data are different from anonymous data 
characterized by the irreversibility (the protection processing level 3). 
 

9.1.3.2.2. Ease of re-identification 

The basic idea of the GDPR is to regulate unmodified data of the protection processing level 
0 and pseudonymized data of the protection processing level 1. Anonymous data of the 
protection processing level 3 is out of its scope and not subject to GDPR, thanks to the 
irreversibility. 

In addition, Article 11 and the preface of the GDPR [26] refer to de-identified data of the 
protection processing level 2 equivalent, which are not subject to the regulation if it is 
demonstrated that they cannot be re-identified by the technology available at the time, at a 
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reasonable cost and time. If it is not subject to the GDPR regulation, there is an incentive to adopt 
the devised methods of protection by de-identification, because technical or institutional 
measures are no longer needed [101]. 

On the other hand, with technological developments in re-identification methods, it may 
change whether data by means of particular de-identification methods are subject to the GDPR 
regulation. Traditionally, census aggregate information, for example, has been considered as 
statistically processed information equivalent to the protection processing level 2. In other 
words, statistically processed aggregate information have been regarded as data that are difficult 
to re-identify. In addition, census aggregate information must be appropriately protected, which 
is often stated as legal requirements in many nations. For example, in the United States, the law 
requires that the difficulty of re-identification of census results be guaranteed. However, it was 
recently pointed out that micro-data or unprocessed data can be re-identified even if 
conventional protective processing methods are applied [96]. Thus, the application of the 
method of protection by differential privacy (Section 9.1.4.2) is being considered for the 2020 
census [220]. 

9.1.4. Technical privacy metrics 

The data protection method is accompanied with technical privacy metrics [192]. They 
discuss the strength of data protection using quantitative metrics. Two representative ideas are 
introduced below. In this section, the target data with multiple attributes are called records, and 
a collection of many records is called a database, following the terminology used in the literature 
in this research field. 

9.1.4.1. Data similarity 

A method that focuses on records. A record is protected if the record is sufficiently similar to 
other records and cannot be separated from them. When a protected record can be linked to a 
data subject via particular sensitive attributes, it is sufficient to introduce multiple records such 
that the quasi-identifiers derived from the sensitive attributes are to have the same value. When 
the original values are distinct, there is a method to obtain similar records by replacing them 
with a kind of abstract values through generalization, aggregation, etc., considering the meaning 
of the attributes. For example, the attribute of birth date is turned to be represented only by the 
information of year and month, discarding the day. Last, K-anonymity is a systematic approach 
to obtain K or more similar records [168][184]. 

9.1.4.2. Outcome indistinguishability 

A method that focuses on database query results. Consider two adjacent database D and D’ 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

146 

 

where D’ is constructed as a copy of D but a particular record r removed. A record, r in this case, 
is protected if the results of queries to both databases are sufficiently indistinguishable; the 
presence or absence of the record does not affect the results, and thus the record is protected. 

The ε-differential privacy (ε-DP) is based on the indistinguishability, and is a theory of 
provable privacy to guarantee that a given measure ε is an upper bound on the protection 
strength [85]. The protection is also persistent during a posteriori processing; the same 
differential privacy strength εis guaranteed when ε-DP protected data are processed afterwards. 
Furthermore, the composition theorem allows to determine the worst-case protection strength 
for a combination of multiple queries. 

After the proposal of the ε-DP, (ε,δ)-differential privacy was introduced as an approximate 
differential privacy with relaxed applicability conditions [86]. Subsequently, further research 
has been conducted on improving the estimated privacy measure required to achieve the 
expected level of protection strength for multiple queries [133]. 

Differential privacy protects records as data in a database from data analysts or database 
users. Local differential privacy (LDP), on the other hand, protects data provided by data subjects 
from data processors or database creators [195]. A good example of LDP is seen in the process 
of data transfer from a client to a server via the Internet, in which the client intends to protect 
his or her own data[89]. 

9.1.5. Data protection impact assessment 

Personal data protection is a problem on reducing threats of re-identifying pre-processed 
data: from the beginning of the development of information systems, including AI, data 
protection processing techniques are introduced according to the principle of privacy by design 
and the assessment is conducted afterwards. The GDPR requires the implementation of data 
protection impact assessment (DPIA) [Article 35 of the GDPR], and other guidelines also discuss 
the need for similar privacy risk assessments [36][218]. 

9.2. Machine learning and personal data protection 

This section presents the notion of personal data protection in machine learning systems. 

9.2.1. Life cycle and protected Information 

First gives an overall picture of the lifecycle of machine learning components, from 
development to operation, as well as how artifacts are delivered or reused, and then introduces 
personal data protection issues regarding machine learning components. 
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9.2.1.1. Protection interface 

The lifecycle of machine learning components goes through the process of collecting raw 
data, preparing training datasets, conducting training, building systems incorporating trained 
models, installing the systems in operation contexts, and keeping on working. It must be noted 
that what is protected is personal data provided by the data subject, and that threats to data 
protection may arise in various stages of the machine learning component lifecycle, which is 
summarized below in order. 

 
Case 1: The data subject provides personal data. These raw data are to be provided with 
appropriate consents by the data subjects. Ignoring the consents may violate the right to 
privacy. 
Case 2: The training data processor builds training dataset from a group of collected raw data. 
Since the raw data, referring to personal information, are processed, the training data 
processor can be a threat. Even if the purpose of use is aligned with the scope of users’ consent, 
care should be taken in relation to the detailed content of the consent, as it is often difficult to 
determine in advance the minimum amount of data definitively needed for the training dataset, 
which may conflict with the data minimization requirements (Section 9.1.1.2). 
Case 3: The component developer conducts machine learning with the training dataset as 
input information to derive a trained model. If the training dataset is not properly protected 
and pre-processed, the machine learning component developers could be a threat because 
they can potentially refer to the raw data from the training dataset. 
Case 4: The machine learning system developer builds a machine learning system that 
incorporates the trained model. If the trained model is not properly protected or pre-
processed, the machine learning system developers may be a threat because they can 
potentially refer to the training data indirectly and even to the raw data from the trained model 
as well. 
Case 5: The system operator installs a final product of the machine learning system and 
supports their operation. If the input data at operation time include personal data of a certain 
data subject, and the system operator can access to the input data information, then the 
system operator may be a threat. Additionally, if the location information concerning with the 
system installation is indirectly related to sensitive information, the system operator may 
again be a threat. For example, the very fact that a remote facial recognition system installed 
in a certain location recognizes a particular data subject reveals the behavior of that data 
subject, and thus is a threat. 
Case 6: The clients, or primary users, use the machine learning system according to the access 
right given to them. If training data identification (Section 9.2.2) is possible, there may be 
leakage of personal data and thus those clients can be a threat. 
 

The training dataset (Case 2) and the trained model (Case 3) can also be provided as artifacts for 
use in the development of new machine learning components. In such reuse cases, threats to 
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data protection arise.; first, the reuse development itself can pose threats to the terms of consent 
approved by the data subject (Case 1), i.e., purpose limitations, data minimization, and storage 
limitations (Section 9.1.2.2), for example, in the case of the compliance with GDPR. 

Second, if the training dataset is not properly protected and pre-processed (Case 2), it is 
possible to refer to the raw data from the training dataset, which implies that developers who 
reuse the data are a threat. Additionally, if the trained model is not properly protected (Case 3), 
it is possible to refer indirectly to the training data or even to the raw data from the trained 
model, which implies that developers who reuse the data are a threat. 

9.2.1.2. Training data identification problem 

The basis of the personal data protection problem in machine learning is that identifying 
information about the training data is possible from the trained model. In other words, the 
process of deriving the trained model does not achieve sufficient de-identification and the 
trained model cannot be anonymous data of the protection processing level 3 in a technical sense. 
The trained model is at the protection processing level 2 against the training data identification 
attempts. The reason for this is that the trained model "remembers" the label of each individual 
input training data[69] [207]. 

The memorization problem can be summarized as follows. We compare the likelihood of the 
predicted label obtained when the input x is given to the trained models M and M' derived from 
dataset S containing data points <x, y> consisting of data x and label y, and a training dataset S' 
with this data point removed ( S' = S╲{<x, y>}). In case of memorizing label of training data, the 
result of the former M(x) is more likely, while the latter M'(x) is less likely. It is easily seen that 
M(x) is far likely than M’(x) in case of over-fitting to the trained dataset. This “memorization” 
phenomenon depends not only on the training mechanism to result in poor generalization 
performance, but also on the data distribution of the training dataset. [125]. 

9.2.2. Training data identification methods 

Training data identification problem is sometimes categorized as a membership inference, 
attribute inference and model inversion, or property inference, etc. [132]. These are methods of 
re-identification against trained models of the protection processing level 2, and are called 
“inference” because the problem itself leads to a result as a probability value. For example, a 
membership question is whether some data belong to the training dataset. Since the prediction 
will always be accompanied with a certain probability even if answered randomly, it is necessary 
to decide whether the membership inference is successful or not in terms of a given threshold 
probability value and to compare it with the probability value in case of random answers. 
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9.2.2.1. Membership inference 

Membership inference is a basis of the training data identification, given a trained model, to 
find out if specific data were used for training[169][175][204]. Note that knowing this 
membership relationship is, indeed, a threat to the data subject. For example, suppose that a 
training dataset is built from a list of heavy debtors and a trained model is derived from the 
dataset. If membership inference demonstrates that certain data were used as training data, it 
indirectly reveals that the data subject linked to this data was a heavy debtor, too. 

9.2.2.2. Attribute inference and model inversion 

Attribute inference is to infer sensitive information about the training data by means of 
information that are publicly available [147][178]. Model inversion is to infer training data from 
inference results of the model training and to reconstruct some data of the training dataset[93]. 

9.2.2.3. Property inference 

Property inference is to infer global properties of a training dataset by obtaining information 
that was not originally intended for the target trained model [54][95]. Global properties are 
characteristics of the training dataset itself and are not necessarily threats related to personal 
data. For example, properties may refer to specific conditions under which those data were 
collected, or to the fact that the training dataset is biased when focusing on a certain attribute. 
The former is an example of trade secrets, the condition used for the raw data collection in this 
example, being leaked, and the latter suggests the possibility of problematic issues in fairness. 

9.2.3. Quality perspectives overlapped 

Privacy is a quality perspective in relation to the protection of privacy of data subjects or data 
protection and relates to the other quality perspectives that the machine learning component 
should exhibit. Below presents the relationship with fairness and security of both information 
security and cybersecurity. 

9.2.3.1. Relationship to fairness 

Ethical AI brings up privacy and fairness as the two main aspects to support human safety 
[28]. Fairness concerns whether the outcomes of AI systems are biased depending on the 
sensitive attributes of data subjects. Bias, however, is divergent, and thus needs further criteria 
based on social justice, regarding discrimination, to determine whether bias at hand is threat to 
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fairness. Group fairness addresses bias among groups with different sensitive attributes, while 
individual fairness addresses whether outcomes for a particular data subject are biased when 
compared with the group that the data subject belongs to. 

Fairness has much in common with privacy in that it involves sensitive information such as 
personal data of data subjects. On the other hand, fairness depends on the system requirements 
because the notion of bias is based on the higher-level concept of social justice, while privacy is 
discussed from the general criterion of whether the sensitive information of the data subject is 
leaked, which is based on legal regulations. 

9.2.3.2. Relationship to information security 

Privacy is related to information security because privacy violation is considered a specific 
type of information leakage. Information security has been discussed in terms of three 
properties (CIA): Confidentiality, Integrity, and Availability [60]. Basically, CIA protects the 
information managed inside the system by controlling accesses to the information according to 
the granted authorization. Confidentiality is concerned with direct information leakage of 
information against unauthorized accesses. 

Privacy focuses on the issue of information leakage about data subjects, even when the access 
to the information is legitimately allowed, and is concerned with indirect information leakage of 
information. Privacy is related to confidentiality in that both deals with information leakage, and 
privacy was once discussed as a part of the information security (CIA+P)[155]. In privacy, 
however, the target of threats is not information managed inside the system, but the data subject, 
located outside the system, associated with the protected information; this protected 
information is inferred in an indirect way, using system output information possibly together 
with auxiliary information and background knowledge. 

Because of the inherent technical challenges, privacy has recently come to be considered an 
area independent of the information security. Privacy is a quality property that ethical AI should 
satisfy and is one of the main research challenges of machine learning [65]. 

9.2.3.3. Relationship to cybersecurity 

The causes of privacy issues can be discussed in relation to cybersecurity when considering 
unexpected access to information. Training data inference (Section 9.2.2) can be divided into two 
specific methods: black box and white box. Black box methods infer from results obtained 
through normal execution such as authorized access and do not go into the details of the trained 
model. In a sense, such uses are malicious such that developers and operators did not consider. 
On the other hand, the white box method uses the internal information that makes up the trained 
model such as machine learning model, training parameter values, etc.. If the information is 
obtained through cybersecurity attacks such as model theft, which is the theft of the trained 
model itself or the learning parameters, it may introduce further threats of indirect information 
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leakage with the white box methods. Privacy and cybersecurity may overlap significantly and 
require multifaceted countermeasures to reduce both threats. 

9.2.4. (Supplementary) Countermeasure technology 

This section introduces research trends in data protection measures, focusing on techniques 
for applying differential privacy to machine learning technologies. 

9.2.4.1. Privacy-preserving machine learning 

Privacy-preserving machine learning aims to protect training data from the trained model by 
incorporating differential privacy methods in the learning algorithms that form the core of the 
training process. The goal is to protect the training data “embedded” in the trained model [47], 
and basically to increase the strength of de-identification protection. The methods can be used 
to protect the entire training data or the data attributed to specific data subjects [66]. 

9.2.4.1.1. Protection of the entire training data 

Training of deep neural networks is formulated as a numerical search method for nonconvex 
optimization problems. A standard method is the stochastic gradient descent (SGD) algorithm, 
which searches, in an iterative manner, for appropriate training parameter values. 

DP-SGD combines SGD with (ε,δ)-differential privacy. When updating the training parameter 
values in the search process, Gaussian noise determined from the given protection strength ε is 
added [47]. The training parameters or trained model obtained by DP-SGD are protected by the 
strength represented by the accumulated protection strength calculated in the iterations. As a 
result, the threat of training data identification can be reduced. 

9.2.4.1.2. Protection per data subject 

Federated learning is a method of applying client-server distributed computing architecture 
to machine learning. A large training dataset is segmented into multiple datasets, and for each 
segmented dataset, training is conducted on the client using the segmented dataset as input. The 
intermediate training results obtained from this client-side computation process are aggregated 
at the server. The client-server collaborative process is repeated to obtain the final trained model 
[61][108]. 

When applied to privacy-preserving machine learning, a client is prepared for each training 
data related to a particular data subject, and a machine learning method with differential privacy, 
such as DP-SGD, is adopted for the training mechanism at the client side. Since only the client 
processes the personal data associated with the data subject, it can be expected that the data 
subject's information will not be leaked to the outside such as the server. 
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9.2.4.2. Privacy-preserving synthetic data 

Privacy-preserving synthetic data is a method for synthesizing a differential privacy-
preserving dataset from an input training dataset [202]. This method uses a generative model 
trained on the input dataset to synthesize new data that follow the same data distribution as the 
input dataset[165]. Basically, machine learning architectures such as GAN or VAE are used to 
obtain the generative model together with privacy-preserving machine learning methods 
(Section9.2.4.1). 

In general, the technical and institutional costs of training dataset maintenance are high, and 
thus reuse or cross-organizational sharing of training datasets is expected. In addition, it is 
recommended to release a well-prepared dataset as a standard for a specific application domain. 
Therefore, ensuring the protection of training datasets becomes important. 

9.2.4.3. Limitations of existing measures 

The privacy-preserving machine learning method is an application of (ε,δ)-differential 
privacy (Section 9.2.4.1). In general, the strength of protection depends on the value of ε. 
Therefore, whether the protection is achieved as expected depends on the ε value chosen. In 
other words, the use of privacy protection learning methods does not necessarily mean that 
adequate protection is achieved. In addition, increasing the protection strength by decreasing 
the ε value will worsen the performance of the trained model and go against the usefulness of 
machine learning performance exhibited by the machine learning components. There is a trade-
off between protection strength and usefulness. Furthermore, establishing a general way to 
determine the appropriate ε value is an open problem. 

Now, if a training dataset is biased in the first place and the trained classifier obtained from 
it produces prediction results that are unbalanced of large variability, then using DP-SGD for this 
biased training dataset will further increase the variability [56]; the bias in the prediction results 
may be amplified. For example, if DP-SGD is used with the importance of privacy protection in 
mind, the privacy protected trained model leads to a situation where group fairness is adversely 
affected and more unbalanced. It has also been reported that trained models derived by fairness-
conscious learning methods increase the threat of membership inference for unprivileged 
subgroup[74]. Fairness and privacy are two quality perspectives of ethical AI, but are difficult to 
reconcile with the existing technologies. 

Privacy-preserving machine learning methods can, in principle, guarantee data protection. 
On the other hand, so long as adopting known training data identification methods (Section 
9.2.2), it requires evidence through empirical experiments whether effective data protection is 
achieved. Furthermore, if the worst-case privacy protection estimation method based on the 
existing differential privacy theory is used, it is difficult to completely avoid training data 
identification with a reasonable ε value of protection strength[104]. Although the application of 
differential privacy has become dominant in privacy-preserving machine learning now, further 
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advances in differential privacy theory that improve the estimated worst-case value are needed 
(e.g.,[133]). 

Last, machine learning training data are multidimensional and sparse, which makes it 
difficult to protect data with K-anonymity [49]. Thus, there seems no silver bullet, and problem-
specific approaches should be taken according to the characteristics of the data to be protected. 

9.2.4.4. Data protection impact assessment tool 

As research on training data identification has progressed (Section 9.2.2), technical solutions 
to DPIA (Section 9.1.5) are now underway. 

ML Privacy Meter [136] is being developed under the support of a national project in 
Singapore called AI Singapore. It is a checking tool for training data identification for trained 
models and is intended for use in risk analysis. ML Privacy Meter provides a set of tools based 
on black box and white box methods for membership inference, as well as a support for 
estimating ε values needed for requested protection strength when machine learning 
mechanisms based on differential privacy (e.g., DP-SGD) are used. 

ML-Doctor [124] is a systematic assessment tool being developed in a project of the German 
National Institute, providing an extensible framework for checking the degree of data protection 
from various perspectives. It provides membership inference, model inversion, and attribute 
inference as features to assess the protection strength of trained models in a systematic manner. 

Even if your business is in areas not covered by regulatory laws related to data protection 
(e.g., GDPR), you can mitigate business risk by reducing the likelihood of data protection failures 
during operations. Therefore, DPIA will be important in the future. 

9.3. Quality management of privacy 

This section presents an advice on quality management concerning with privacy in view of 
the internal quality characteristics during the development of machine learning components. 
The advice is an implementation of the privacy by design principle, and can be discussed in 
relation to activities of domain analysis and system design ( Table 6). 
 

Table 6: Overview of quality management implementation 
Domain analysis Protected Data Use of Artifacts 

(Section 9.3.1.1) 
 

* Compliance with law 

* Identification of 
personal data  

(Section 9.3.1.2) 
 

*Artifacts reuse plan 

*Confirmation of consent 

System Design Pre-Stage In-Stage Post-Stage 
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(Section 9.3.1.2) 
 

*Data quality 
*Pre-processing 
*Data distribution (the 
outlier) 

(Section 9.3.2.2) 
 

*Generalization 
performance 
*PPML 

(Section 9.3.2.3) 
 

*Safeguard 
 

Trade-off analysis 
(Section 9.3.2.4) 

*Protection strength vs. Fairness 
*Data protection measures vs. Usefulness (Model Accuracy)  

 
 

9.3.1. Domain analysis phase 

For machine learning components, requirements analysis focuses on the privacy domain in 
terms of personal data protection, whether those data bring about socially unacceptable privacy 
risks (Section 9.1.1.1). The primary concerns are (1) protected data themselves, and (2) 
delivered artifacts for future use. 

9.3.1.1. Protected data 

Assume that the machine learning system under development is subject to privacy-related 
quality management. It requires studying whether the training data refers to personal data 
(Section 9.1.1.3). First, it needs to figure out which information is sensitive or personal to be 
protected, and to comply with what related regulations specify. Such data are either registered 
or activity; identifying activity data on the Internet requires thorough analysis of the Internet 
services that the data are collected from, and thus software requirements methods, focusing on 
data modeling, are helpful. See A-1: Sufficiency of problem domain analysis and A-2: Sufficiency of 
data design. 

9.3.1.2. Use of artifacts 

Artifacts other than trained models can be delivered outside or reused for further 
development. It is inevitable to make it clear which type of artifacts is subject to privacy-related 
threats: either training datasets or trained models, or both (Section 9.2.1.1). 

First is the case of training datasets. Adaptive maintenance in machine learning software 
technology is implemented with re-learning, which requires introducing some modifications to 
the training dataset used for obtaining the current trained model. In such reuse of the training 
dataset, it required to faithfully follow the terms of consent. (Section 9.1.2.2). Furthermore, 
training datasets are sometimes delivered outside the organization that developed the original 
dataset, which is referred to as the third-party reuse. The party must follow the terms of consent 
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given to the organization, not violating right to privacy of the data subjects. 
Second is the case of trained models, namely of pre-trained models. Transfer leaning and 

knowledge distillation are machine learning methods to reuse pre-trained models; the resultant 
trained models become components incorporated in new machine learning systems. Transfer 
learning may be employed as a method to conduct adaptive maintenance, including 
enhancement of functionalities. Such enhancements should not conflict with the consent of the 
data subject of purpose and storage period. For example, consider a case that we have a training 
dataset consisting of facial image data provided with the consent of the data subject to develop 
age prediction components. Then, conducting transfer learning based on the pre-trained model 
to build a new machine learning component for race prediction would be re-purposing and thus, 
violate the terms of consent. Knowledge distillation will comply with the rights of the data 
subjects in a manner similar to the case of transfer learning. In addition, re-using pre-trained 
models may make the personal data embedded in the training dataset it available outside. It 
needs to ensure that the reuse is consistent with the terms of consent by the data subject. 

9.3.2. System design phase 

System design is a group of activities to decide how the machine learning components at 
hand are developed. The activities at this system design phase are divided into three steps, each 
looking at different aspect concerning with machine learning component developments, 
together with analysis of trade-off between varying quality characteristics (Section 9.2.2). The 
three steps are a Pre-stage regarding to the preparation of the training dataset, an In-stage to 
devise the machine learning algorithm or the training mechanism adopted in the training 
process, and a Post-stage to concern with the output of the trained model when input data are 
entered. These measures adopted in the stages are not always independent, but may be 
combined appropriately by considering the trade-off relationship. After the development, it is 
recommended to conduct the data protection impact assessment preferably with the tool 
assistance (Section9.2.4.4). 

9.3.2.1. Pre-stage 

Studying data in relation to the privacy protection is conducted in view of both the quality 
model of individual training data and the data distribution of the training dataset as a whole. 

9.3.2.1.1. Quality model for training data 

In the first place, it is mandatory to comply with the basis clauses in regulations. Each 
regulation may specify different quality characteristics that the training data should satisfy for 
the compliance. For example, the GDPR specifies accuracy and currentness [Article 5]. Mapping 
the requested data quality characteristic to SQuaRE data quality model may help studying the 
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quality model of individual training data[143] [162]. See “B-3: Adequacy of data” 

9.3.2.1.2. Data protection pre-processing 

In the process of preparing raw data into training data, appropriate pre-processing should 
be applied to prevent leakage of personal information (Section 9.1.3.1). Some measures are 
known empirically effective such as revising attributes (components of multidimensional 
vectors), converting to quasi-identifiers, and adding noises, as well as measures such as K-
anonymity to introduce data similarity (Section9.1.4.1). It, however, needs to take into account 
the requirements on the system; there may be possibility that the requirements are not fulfilled 
due to the protection pre-processing. See A-1: Sufficiency of problem domain analysis and A-2: 
Sufficiency of data design. 

9.3.2.1.3. Control of data distribution 

To lower threats of the training data identification, the data distribution of the training 
dataset should be controlled so that the trained model does not introduce memorization 
unexpectedly (Section 9.2.1.2). Specifically, the measures start with outlier detection using 
problem-oriented heuristics [50][216]. Then, the data distribution is manipulated by those 
methods of removing outliers or adding training data near outliers, depending on the 
requirements of the target system. See B-1: Coverage of datasets and B-2: Uniformity of datasets. 

9.3.2.2. In-stage 

The threat of training data identification can be lowered by using machine learning methods 
that avoid memorization as much as possible (Section 9.2.1.2); the measures to enhance 
generalization performance make contribution. For this purpose, methods such as regulation 
and drop-out have been devised so far in standard learning algorithms for deep neural networks. 
These appropriate state-of-the-art techniques are to be used. 

In some cases, privacy-preserving machine learning (PPML) might be used (Section 9.2.4.1). 
However, it is often difficult to obtain expected data protection performance with the current 
PPML technology (Section9.2.4.3). Using PPML carelessly may bring about the trade-off issues 
with usefulness or fairness (Section9.3.2.4). 

9.3.2.3. Post-stage 

The post-stage measures reduce threats of the training data identification by means 
safeguards introduced at the exit of trained models. The idea is based on the observation that 
the training data identification is basically reduced to the membership inference problem, which 
makes use of the information on prediction probabilities output from the target trained models 
(Section 9.2.2). 
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To give a concrete explanation, let us consider a machine learning task to classify the data 
into C categories. The trained model output result for input x is a C-dimensional vector Px , whose 
j-component Px [j] represents the probability that the input is classified as the category j. When 
the component j*, which is the maximum of Px [j]s, matches the tag y, the classification result is 
interpreted to be correct. The membership inference uses the information in this C-dimensional 
vector. Then, the idea here is to filter out some of the output information by means of safeguards 
placed at the end of the trained model. 

Specific methods are that the output is to be limited (1) to the predictive label information 
(the index j* of the component with the largest probability value) only, (2) to the top 1 (<j*, Px 
[j*]>) of the predictive probability, (3) to the top 2, or (4) to reduce numerical precision for Px , 
etc. [146]. In addition, some known membership inference methods rely on meta-classifiers, 
which are themselves machine learning classifiers, and the safeguards generate Px data added 
with adversarial perturbation so that the meta-classifiers exhibit mis-classification, which may 
be able to reduce the threats of the membership inference[106]. 

It must be noted, however, the safeguards introduce a change in the external interface of the 
trained model, which makes impacts on the machine learning components that use the 
safeguarded trained models. Therefore, it requires careful consideration whether such 
safeguards are appropriate in view of the system requirements. 

9.3.2.4. Trade-off analysis 

Pre-stage measures such as control of empirical distribution of training data and post-stage 
measures such as reduction of output information are techniques aimed at increasing privacy 
protection. Although trial and error iterations are involved, those techniques can be practiced as 
a kind of know-how in the development. Removing or adding data to change the distribution of 
data in view of working on outliers affects the data distribution, which implies that privacy 
protection measures may affect the usefulness and functional behavior of the machine learning 
system to be developed. 

If a training mechanism with the differential privacy (Section 9.2.4.1) is employed as an in-
stage measure, it is necessary to consider the relationship between the privacy strength ε and 
its effect on the training data identification method. Since there is no known general method for 
determining the appropriate ε value, such choice is dependent on the machine learning problem 
at hand, and might be determined in a trial-and-error manner. It is also necessary to consider 
how the results of differential privacy protection affect the usefulness and fairness 
(Section9.2.4.3). 

In summary, system design issues in relation to the privacy protection require thorough 
discussions on the trade-off with the other quality characteristics such as machine learning 
performance, or fairness. 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

158 

 

9.3.3. (Supplementary) Neural language model 

In neural natural language processing, the privacy issues appear in a different way than in 
the previous discussions. A neural language model (NLM) is a pre-trained model derived using 
a large corpus of natural language sentences as training data, and thus an NLM can be regarded 
as encoding of the input corpus. Typically, natural language processing application systems, such 
as Q&A systems, are built based on the pre-trained NLM by, for example, transfer learning 
methods. 

When the original corpus contains contents that are contrary to social justice or personal 
information of data subjects, it is known that the output of the Q&A system may raise fairness 
issues [124] and privacy issues[137], because the NLM "remembers" the training data [151]. 

NLM can be used in application systems such as Q&A systems because they faithfully reflect 
the information embedded in the corpus, which implies that a certain form of memorization is 
inevitable. Therefore, what is problematic is the phenomena of unintentional memorization [70]. 
Eliminating the threat of training data identification or corpus contents identification is, in 
general, difficult unless the corpus is free from any threat to data subjects[64]. It can be said that 
the level of threat to privacy issues is determined already at the stage of selecting corpus, i.e., 
selecting the training data to be used. 

9.3.4. Privacy quality levels 

This section introduces privacy quality levels for different types of artifacts: machine 
learning systems to be delivered as final products and the other types of artifacts to be delivered 
for reuse. Since privacy is intended to protect the rights of data subjects, the underlying 
regulatory law must be complied with (Section 9.1.2). The required level of protection is 
achieved through a combination of technical and institutional measures. Technical measures 
include not only those directly related to data protection, but also information technologies that 
guarantee technical robustness, such as safety, reliability, and countermeasures to cybersecurity. 

In the following discussion, the measures are divided into technical measures related to data 
protection and the others such as the information technology and institutional measures, and 
the presentation below focuses on the data protection technology. It is because increasing the 
level of data protection pre-processing reduces the cost of institutional measures and provides 
an incentive to spend efforts on data protection technologies (Section 9.1.3.2). Last, if a 
preliminary analysis shows that no personal data are involved, there is no need to consider the 
privacy quality level at all (Section9.3.1). 

9.3.4.1. Machine learning systems 

First considers the case for machine learning systems to incorporate machine learning 
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components. The privacy quality levels refer to the discussions on the cases of protection targets 
(Section 9.2.1.1). Countermeasures against the threat to training data identification depend on 
data protection measures at the time of the development (Section9.3.2). Installation and 
operational threats are addressed by the other technical and institutional measures. Achieving 
required quality is divided into the following levels. 

 
Quality Level 0 (AIPrLc0): No data protection measures are taken. Use state-of-the-art 
training methods that focus on improving the generalization performance. 
Quality Level 1 (AIPrLc1): Reduce threats to training data identification by improving the 
training data distribution and introducing safeguards, in addition to the latest training 
methods. Moreover, tool-assisted data protection impact assessments will be conducted, if 
necessary. 
Quality Level 2 (AIPrLc2): Data protection is given the highest priority and privacy-
preserving machine learning methods are used. In addition, the threat of training data 
identification will be reduced by improving the training data distribution and introducing 
safeguards. Moreover, tool-assisted data protection impact assessments will be conducted. 

9.3.4.2. Artifacts for reuse in further development 

When providing artifacts outside for reuse in further development, the provider should be 
responsible for the quality level regarding data protection for the delivered artifacts, depending 
on the approved scope of the reuse (Section 9.3.1.2). 

9.3.4.2.1. Training datasets 

When personal data are included, the training dataset itself is a group of unprocessed data 
of the protection processing level 0 and needs some protection pre-processing. In general, the 
required quality level is determined by extents that the training dataset is delivered to. Take as 
a basis the organization that prepare the training dataset. The required quality level to be 
guaranteed is moderate within the base organization, because the artifacts are under the 
organization’s control. The level increases if the artifacts are delivered outside, because the 
control is conducted by third parties. The quality level must be determined by considering the 
cost of the institutional countermeasure spent to achieve the strength of the privacy protection 
as specified by underlying regulations. 
 

Quality Level 0 (AIPrLd0): Protection pre-processing is applied to the training dataset as a 
countermeasure against the re-identification. The other technical and Institutional measures 
should be implemented, as a precondition, to prevent the re-identification threats, which 
refers to the appropriate management of information that are related to the protection pre-
processing and thus potentially employed in re-identification methods. 
Quality Level 1 (AIPrLd1): Protection pre-processing is applied to the training dataset as a 
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countermeasure against the re-identification. The protection measures must be such that the 
re-identification requires the external auxiliary information or background knowledge of the 
protection processing level 2. The measure may refer to privacy-preserving synthetic data to 
achieve the desired level of protection. 
Quality Level 2 (AIPrLd2): Privacy-preserving synthetic data methods are used as a 
countermeasure against the re-identification. In addition, as tool-assisted data protection 
impact assessments, training data identification for the generative model used in privacy-
preserving data synthesis is performed to confirm that threats are kept below the required 
level. 

9.3.4.2.2. Pre-trained models 

When the training data refer to personal data, the pre-trained model itself is a kind of de-
identified data of the protection processing level 2, but may be subject to known methods of the 
training data identification. Therefore, it is necessary to apply protection pre-processing so as to 
make the re-identification difficult. In general, the required quality level is determined by extents 
that the pre-trained model is delivered to. Take as a basis the organization that prepare the 
training dataset. The required quality level to be guaranteed is moderate within the base 
organization, because the artifacts are under the organization’s control. The level increases if the 
artifacts are delivered outside, because the control is conducted by third-parties. The quality 
level must be determined by taking into account the cost of the institutional countermeasure 
spent to achieve the strength of the privacy protection as specified by underlying regulations. 

 
Quality Level 0 (AIPrLm0): No data protection measures are taken. Use state-of-the-art 
training methods focusing on improving the generalization performance. Strict institutional 
measures are taken by the organization. 
Quality Level 1 (AIPrLm1): Use state-of-the-art training methods that focus on improving 
the generalization performance, using training datasets after protection pre-processing 
against the re-identification. If necessary, a tool-assisted data protection impact assessment 
will be conducted. 
Quality Level 2 (AIPrLm2): Use privacy protection learning methods to counter re-
identification threats. In addition, the use of training datasets pre-processed with privacy-
preserving synthetic data methods will be considered. Moreover, tool-assisted data protection 
impact assessments will be conducted. 
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10.  AI security 

This chapter explains the security of machine learning based systems. 
We first describe the overview (Section 10.1), the attacks and damage to machine learning 

based systems (10.2), the machine learning specific attacks and their countermeasures (10.3), 
and the reconnaissance and pre-attacks for conducting machine learning specific attacks 
(Section10.4). We then describe the quality management of the security for machine learning 
based systems (Section 10.5). We outline risk assessments and present technical controls for 
improving AI security in a comprehensive and systematic manner for each phase of system 
design, system development, and system operation. 

This chapter can be used not only for improving and assessing the AI security alone, but also 
for conducting the management of other external qualities shown in other chapters of the 
Guideline at the same time. As reference information, we remark on the security perspectives 
for each chapter of the Guideline (Section10.6). 

10.1. Overview 

10.1.1. The importance of AI security 

As with conventional information systems, machine learning based systems are vulnerable 
to attacks from outside the system. One of the best-known attacks is an evasion attack, which 
causes a trained model to malfunction with malicious input data. 

Such malfunctions of trained models may degrade the quality in use of the system and cause 
damage to the system, operators, users, and third parties. Thus, security controls to prevent or 
mitigate attacks are important, especially when the malfunction of trained models results in a 
high level of human and economic risk, such as in autonomous car and pathological diagnosis 
systems. 

10.1.2. Machine learning specific attacks and their countermeasures 

Machine learning specific attacks (hereafter referred to as ML-specific attacks) and their 
countermeasures have the following characteristics: 

– Attacks against trained models used in systems are often hard to be detected technically. 
For example, backdoors embedded in models may not be detectable. Input data that 
malfunction the model may not be detected in advance. 

– Vulnerabilities in trained models can be mitigated by improving training methods, but are 
hard to be fixed completely. Therefore, it is essential to take technical controls to mitigate 
attacks and damage in the overall system design, such as restricting the input to trained 
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models (Section 10.5.2.4). 
– Attacks during data collection, data processing, or system development may cause damage 

during system operation (Section 10.3.2). Therefore, security controls for machine 
learning based systems need to cover the entire process of the data collection and pre-
processing, and the system development and operation. 

10.1.3. Risk assessment and security controls for machine learning based systems 

The Guideline presents a quality management method for the external quality AI security so 
that the stakeholders can take ML-specific security into account from the design phase of machine 
learning based systems. In quality management, the developers should conduct risk 
assessments for the entire system lifecycle to implement security controls, as in the case of 
conventional information systems. 

Risk assessment and security controls are closely linked to the quality management 
presented in other chapters of the Guideline. While the damage by attacks is characterized as 
the degradation of external qualities and qualities in use, security controls consist of (a) the 
assessment and improvement of internal qualities of machine learning components, (b) the 
security controls at the system level, and (c) the security controls in development and operation. 

In the Guideline, we present the tasks during (1) risk assessment (Section 10.5.1), (2) system 
design and development (Section10.5.2), and (3) system operation (Section10.5.3) along the 
system life cycle. 

We mainly focus on the technical security controls against attacks that exploit vulnerabilities 
specific to machine learning. We refer to existing standards and frameworks for the security 
controls common to conventional information systems (Section 10.5.4). 

We also remark that this chapter focuses on the technical controls for supervised learning. 
In future editions, we plan to address the security controls for unsupervised, semi-supervised, 
reinforcement, and distributed learning. 

10.1.4. Related documents 

Public organizations have published technical documents on machine learning security. Draft 
NIST IR 8269 by the U.S. NIST [36] gives definitions of terms and classifications for the security 
of machine learning based systems in terms of attack, defense, and impact. The ENISA’s report 
[44] gives a glossary of threats to AI systems, classifying assets in the AI ecosystem in six 
perspectives: data, models, actors, processes, environment and tools, and artifacts. The ENISA's 
2021 report[45] classifies threats, vulnerabilities, and controls for machine learning based 
systems. China’s National Information Security Standardization Technical Committee’s Draft 
National Standard[46] gives the security requirements, assessment methods, and evaluation 
metrics for machine learning algorithms. 

In later sections, we present literature that may be helpful for risk assessments and security 
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controls. 

10.2. Attacks and damage to machine learning based systems 

We present an overview of the damage caused by attacks on machine learning based systems. 

10.2.1. Classification of damage 

In the Guideline, we classify attacks against machine learning based systems (hereafter 
referred to as systems) as follows. 

a) System malfunction (Section 10.2.2) 
a1) Due to a malfunction of a trained model (Section 10.2.2.1) 
a2) Due to a malfunction of an interpretation functionality of a trained model (Section 
10.2.2.2) 
a3) Due to an unintended functionality of a trained model (Section 10.2.2.3) 
a4) Due to other factors (Section 10.2.2.4) 

b) Leakage of information on a trained model (Section 10.2.3) 
c) Leakage of sensitive information on training data (Section 10.2.4) 

We summarize the attack methods that cause these damages in Table 7. 
 

Table 7: Attacks that cause damage to machine learning based systems 

Damage 
Attacks causing damage 

ML-specific attacks Other attacks 

System 
malfunction 

Due to a malfunction 
of a trained model 
(Section 10.2.2.1) 
 
Due to a malfunction of 
an interpretation 
functionality of a trained 
model (Section 10.2.2.2) 

Data poisoning attack (Section 10.3.2) 
 

Manipulation of validation/test data (Section 
10.3.3) 
 

Model poisoning attack (Section 10.3.4) 
 

Evasion attack (Section 10.3.5) Conventional attacks against 
the software/hardware that 
implements a trained model 
and its interpretation 
functionality 
(Not covered in this chapter) 

Due to an unintended 
functionality of a 
trained model 
(Section 10.2.2.3) 

Data poisoning attack (Functionality change 
attack; Section 10.3.2) 
 

Manipulation of validation/test data 
 (Section 10.3.3) 
 

Model poisoning attack (Functionality 
change attack; Section 10.3.4) 

Due to other factors 
(Section 10.2.2.4)  Conventional attacks against 

the system 
(Not covered in this chapter) 
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Leakage of information on a trained 
model (Section 10.2.3) Model extraction attack (Section 10.3.6) Conventional attacks for model 

thefts 
(Not covered in this chapter) 

Leakage of sensitive information on 
training data (Section 10.2.4) 

Information leakage attack of training data 
(Section 10.3.7) 

Conventional attacks for data 
thefts 
(Not covered in this chapter) Data poisoning attack (pre-attack for 

information leakage; Section 10.3.2) 
Model poisoning attack (information embedding 
attack; Section 10.3.4) 

 

10.2.2. System malfunction 

10.2.2.1. System malfunction due to a malfunction of a trained model 

Attacks for a malfunction of a trained model can prevent achieving the functional 
requirements of a machine learning based system that uses that model. Here are examples of 
possible incidents caused by such attacks. 

– Reduction of safety or increase in risk: 

 Failure to detect objects in automated driving; missing anomalies of drivers in driver 
assistance; 

 Bypassing malware detection in information security controls; 
 Failure of intrusion detection and abnormal behavior detection in security systems; 
 Failure of facial recognition or other biometrics; 
 Increase in false positives and false negatives in pathological diagnosis systems; 

– Decrease in AI performance: 
 Inefficient allocation of vehicles in transportation and logistics; increase in traffic 

congestion and logistics costs; 
 Decrease in the accuracy of product recommendations, and demand prediction in the 

retail sector; 
 Inadequate enrollment, hiring, and staffing; 

– Decrease in fairness: 
 Discriminatory lending through credit screening systems; 
 Unfair admissions, hiring, and staffing through personnel rating systems; 
 Discriminatory criminal risk assessments by crime prevention systems. 

Furthermore, a malfunction of a trained model may cause the system to malfunction, resulting 
in the loss of privacy and other qualities in use. 

ML-specific attacks that can cause a malfunction of a trained model are as follows: data 
poisoning attacks (Section 10.3.2), model poisoning attacks (10.3.4), and evasion attacks (Section 
10.3.5). Detecting a malfunction of a trained model can be failed due to the manipulation of 
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validation/test data (Section 10.3.3). 
We remark that a malfunction of a trained model may be caused by conventional attacks 

against the software/hardware implementing the trained model, such as buffer overrun and 
fault injection attacks. Countermeasures against such conventional attacks are analogous to the 
security controls for conventional information systems, hence not addressed in the Guideline. 
(The same for Sections 10.2.2.2 and 10.2.2.3). 

10.2.2.2. System malfunction due to a malfunction of an interpretation functionality of a trained 
model 

If there is a functionality that gives an interpretation of the behavior of the trained model, 
the attacks that malfunction this functionality can degrade the system's quality in use and 
worsen the system’s transparency and accountability. For example, there are known attacks that 
reduce the value of the explanations provided by the interpretation functionality or generate 
incorrect explanations [83][176]. 

Attacks that cause a malfunction of an interpretation functionality are as follows: data 
poisoning attacks (Section 10.3.2), model poisoning attacks (Section10.3.4 ), and evasion attacks 
(Section 10.3.5). 

10.2.2.3. System malfunction due to an unintended functionality of a trained model 

The behavior of a trained model depends on the training dataset used to train the model. If a 
model is trained using an unexpected different dataset, it may learn a functionality that the 
developer does not expect. In this case, even if the trained model works appropriately, it does 
not meet the system’s requirements, hence resulting in a system malfunction. 

Attacks that cause a system malfunction by using a model with an unintended functionality 
are as follows: data poisoning attacks for functionality changes (Section 10.3.2) and model 
poisoning attacks for functionality changes (10.3.4). 

10.2.2.4. System malfunction due to other factors 

System malfunctions may be caused by the malfunction of components other than machine 
learning components. Countermeasures against such malfunctions are security controls for 
conventional information systems, which are not specific to machine learning and hence not 
addressed in the Guideline. 

10.2.3. Leakage of information on a trained model 

Attacks that leak private information, such as the parameters and functionality of a trained 
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model, may result in the leakage of trade secrets and other secrets related to the trained model 
functionality. It may also be used for the following different attacks against the trained model. 

– Information about the trained model may be used to generate adversarial input data that 
malfunction the model or its interpretation functionality. 

– Information about the trained model may leak the privacy information in the training 
data used to train the model. 

An ML-specific attack that leaks information about trained models is known as a model 
extraction attack (Section 10.3.6). 

There are also conventional attacks that are not specific to machine learning: those against 
vulnerabilities in the development software and the development environment (Section 
10.4.2.1), in the system, the computing environment, and the operation organization during 
system operation (Section 10.4.2.2). Countermeasures against these attacks are the same as 
those for conventional information systems and are not covered in detail in the Guideline. 

10.2.4. Leakage of sensitive information on training data 

When sensitive information is included in training data, an attack to leak training data 
information may result in the breach of privacy, the leakage of trade secrets, and the violation of 
laws, regulations, and contracts. An attack to compromise training data may cause damage to 
third parties, for example, if the training dataset includes sensitive information on the third 
parties, such as medical personal data, customer sales information, or photos of military 
facilities. 

Notable examples of ML-specific attacks that leak information on training data are 
membership inference attacks and model inversion attacks (Section 10.3.7). In these attacks, 
information on training data used to train a model is compromised by observing the 
input/output behavior of the trained model. In this chapter, these attacks are collectively 
referred to as information leakage attacks of training data. The details of privacy protection are 
summarized in Chapter9. 

On the other hand, there are conventional attacks for direct data theft. Countermeasures 
against this type of attack are the same as conventional information security controls and are 
not covered in detail in the Guideline. As a measure to prevent conventional data theft, secure 
multi-party computation is a technology for computing encrypted data without decrypting them, 
and has been actively studied for its applications to machine learning[55][134][157]. 

10.3. ML-specific attacks and their countermeasures 

This section briefly describes the ML-specific attack methods (Table 8) and their 
countermeasures. First, we describe the classification of attacks based on prior knowledge of 
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the trained model under attack (Section10.3.1). Then, we explain each ML-specific attack and its 
countermeasure (10.3.2 through10.3.7). 

Note that ML-specific attacks and their countermeasures are currently being actively 
researched[73] [135] [154] [196]. Thus, the readers of the Guideline are recommended to check 
the latest information on the technical details of those attacks and their countermeasures. 

10.3.1. Access to the models under attacks 

Attacks against a trained model are classified in terms of the attacker's knowledge as follows: 

– White-box attacks that use parameters of the trained model; 
– Black-box attacks that do not use the parameters of the trained model; 
– Gray-box attacks between the white-box and the black-box attacks. 

A white-box attack assumes a situation where an attacker has access to the parameters and 
other information of the trained model, for example: 

case (1): a publicly available trained model is used in the system; 
case (2): the attacker has stolen some parameters of the trained model in advance. 

In the case (2), to steal parameters and other information of the trained model, attackers conduct 
pre-attacks that exploit vulnerabilities in the development software and the development 
environment (Section10.4.2.1) and in the system, the computing environment, and the operation 
organization during system operation (Section10.4.2.2 ). 

A black-box attack assumes a situation where the attacker does not need to access the 
parameters of the trained model but can input data into the trained model. Typically, the attacker 
provides input to the model or system under attack and observes the output to obtain the 
information used for the attack. Even if attackers cannot fully observe the output of the model 
or system, they may generate adversarial data in advance and inputs them into the system. 

 

Table 8: Examples of attack execution phases, attackers, and means of ML-specific attacks 

Attack methods Attack execution 
phases Typical 

attackers Typical means of attacks 

Data poisoning attack 
(Section 10.3.2) 

 
Manipulation of validation 
data and test data 
(Section 10.3.3) 

During the collection and 
pre-processing of training 
data 

Data providers 
External attackers Adding malicious data to the 

training dataset 
During system development External attackers Manipulation of the training dataset 

During system operation System users 
Inputs during system operation 
that cause a malfunction of the 
model (e.g., in case of backdoor 
exploits) 
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Model poisoning attack 
(Section 10.3.4) 

During the training and 
provision of the pre-trained 
model 

Model providers 
External attackers Backdoor to pre-trained models 

During system development External attackers Malicious training programs; 
Manipulation of trained models 

During system operation System users 
Inputs during system operation 
that malfunction the model (e.g., in 
case of backdoor exploits); 
Observation of output information, 
etc., during system operation (for 
attacks that leak information) 

Evasion attack 
(Section 10.3.5) 

white-
box 

After obtaining the trained 
model Providers of input 

data for system 
operation 

 
System users 

Observation of inputs, outputs, and 
internal information of the 
obtained trained model; 
Generation and manipulation of 
input data for system operation 

During system operation Input of malicious data to the 
system during operation 

gray-
box 

During system operation 
Providers of input 
data for operation 

 
System users 

Manipulation of input data for 
operation; 
Input of malicious data to the 
system during operation; 
Observation of output information, 
etc. during system operation 

black-
box 

Model extraction 
attack 
(Section 10.3.6) 

gray-
box 

During system operation System users 
Input of data into the system during 
operation; 
Observation of output information, 
etc., during system operation black-

box 

Information 
leakage attack of 
training data 
(Section 10.3.7) 

white-
box 

After obtaining the trained 
model External attackers Observation of inputs, outputs, and 

internal information of the 
obtained trained model 

gray-
box 

During system operation System users 
Input of data into the system during 
operation; 
Observation of output information, 
etc., during system operation black-

box 
 

10.3.2. Data poisoning attacks and their countermeasures 

10.3.2.1. Overview of the attacks 

A data poisoning attack is an attack that manipulates training datasets to malfunction the 
trained models or their interpretation functionalities, to construct models with unintended 
functionalities, or to induce the leakage of sensitive information. This kind of attack is conducted 
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during the data collection and pre-processing phase or during the model learning phase. Its 
damage occurs during the system operation phase. 

A data poisoning attack malfunctions the system and decreases safety, AI performance, and 
fairness[130][177]. It can also induce the leakage of sensitive information[72] and may also 
cause privacy breaches. 

Manipulations of training datasets in data poisoning attacks are classified into (i) data 
injection, (ii) data modification, and (iii) label manipulation [196]. 

Typical attackers and their situations are: 

(1) a third party manipulates the source or environment of the data (the population); 

(2) the data provider manipulates the dataset; 

(3) the data curator (who collects/pre-processes data and constructs the dataset) 

manipulates the dataset; 

(4) a third party manipulates the dataset in the process of providing or using the dataset. 
 

We list the following five major types of data poisoning attacks: 

(a) Targeted attacks: Attacks that cause a malfunction of a trained model or its 

interpretation functionality for specific inputs to the model; 

(b) Backdoor attacks: Attacks that cause a malfunction of a trained model or its 

interpretation functionality for unspecified inputs that contain triggering information; 

(c) Non-targeted attacks: Attacks that cause a malfunction of a trained model or its 

interpretation functionality for unspecified inputs to the model; 

(d) Functionality change attacks: Attacks that cause a model to learn an unintended 

functionality; 

(e) Pre-attacks for information leakage: attacks that train models to leak sensitive 

information during operation. 
 

(a) Targeted attacks do not cause a malfunction of the trained model except for certain input 
data to the model. (b) Backdoor attacks [75] [120] do not cause a malfunction for inputs that do 
not contain trigger information. For example, they cause the model to malfunction for the images 
that contain a specific symbol but not for other images. For this reason, it is more difficult to 
detect the executions of targeted attacks and backdoor attacks. 

(d) In a functionality change attack, a model with functionality not intended by the developer 
is trained by replacing the training dataset with another. For example, if an attacker adds a large 
amount of data containing discriminatory information to the training dataset, then the trained 
model will output discriminatory information, contrary to the developer's expectations [170]. 

In data poisoning attacks other than functionality change attacks, the characteristics of the 
machine learning algorithm are often exploited to reduce the scale of the manipulation of the 
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dataset. However, in a functionality change attack, since the goal is to train a model that has an 
unintended functionality, it tends to require larger-scale manipulations of the dataset, and the 
characteristics of the machine learning algorithm may not be used to mount the attack. 

(e) Pre-attacks for information leakage are classified into (e1) attacks that add sensitive 
information to training data and (e2) attacks that manipulate the dataset to change the model’s 
behavior and induce information leakage attacks of training data during system operation [72]. 

10.3.2.2. Technical controls 

Technical controls to prevent or mitigate data poisoning attacks are as follows: 

(1) Checking the adequacy of the dataset; 
(2) Applying data poisoning detection techniques to the dataset; 
(3) Using techniques to assess and improve the robustness of the dataset against data 

poisoning; 
(4) Training with a robust learning method against data poisoning; 
(5) Conventional security measures against vulnerabilities in the development software 

and the development environment. 

To prevent data poisoning attacks, it is essential to check the adequacy of the dataset, which 
is classified into the authenticity of the dataset, the credibility of the provider of the dataset, and 
the adequacy of the process of the data collection/pre-processing (Section 10.5.2.1). However, 
when input data from external sources are directly used to train the model, e.g., in online 
learning, it is often impossible to exclude or reduce malicious data from the dataset. 

As for data poisoning detection techniques, there are methods for identifying and removing 
outlier data from training datasets [182]. These techniques are effective for a small number of 
poison data, since they rely on the fact that poison data tend to have characteristics of outlier 
data. In contrast, functionality change attacks can be more easily detected by checking the 
contents of the dataset manually or automatically, since they require a larger scale of the dataset 
manipulation. 

As a technique to improve the robustness of a dataset against data poisoning attacks, data 
augmentation[63] is effective. Using a sufficient number of training data can also mitigate the 
impact of poisoning without decreasing the accuracy of the trained model. 

Certain robust training methods such as randomized smoothing[166] and ensemble learning 
(e.g., Bootstrap Aggregating)[105] can be used for countermeasures against data poisoning. 

To prevent dataset manipulations, it is important to conduct conventional security measures 
against vulnerabilities in the development software and the development environment (Section 
10.5.2.6). 
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10.3.3. Manipulation of validation data and test data and their countermeasures 

10.3.3.1. Overview of the attacks 

If validation or test data are manipulated, the developers cannot evaluate a trained model 
correctly and may miss attacks. Then, the trained model or system may malfunction during 
operation. 

Manipulation of validation or test data is an attack that manipulates validation or test data to 
keep the developers unaware of the incorrect or unintended functioning of a trained model or 
its interpretation functionality. This kind of attack is conducted during the dataset collection and 
pre-processing phase or during the model training phase. Its damage occurs during the system 
operation phase. 

10.3.3.2. Technical controls 

Technical controls to prevent or mitigate the manipulation of validation or test data are as 
follows: 

(1) Checking the adequacy of the dataset; 
(2) Conventional security measures against vulnerabilities in the development software 

and the development environment. 

For more information, see countermeasures against data poisoning attacks (Section 10.3.2.2). 

10.3.4. Model poisoning attacks and their countermeasures 

10.3.4.1. Overview of the attacks 

A model poisoning attack is an attack that either (1) manipulates a pre-trained model, (2) 
manipulates a trained model, (3) provides a malicious training program, or (4) manipulates a 
training program to malfunction a trained model or its interpretation functionality or to leak 
sensitive information. This kind of attack is conducted during the training and the provision of a 
pre-trained model or during the system development. Its damage occurs during system 
operation. 

The malfunction of a trained model and its interpretation functionality caused by model 
poisoning attacks can affect the system’s safety, AI performance, and fairness. 

Model poisoning attacks are classified into (a) targeted attacks, (b) backdoor attacks, (c) non-
targeted attacks, (d) functionality change attacks, and (e) information embedding attacks. 

As with data poisoning attacks (Section 10.3.2), (a) targeted attacks and (b) backdoor attacks 
malfunction trained models only for specific inputs that trigger them, while (c) non-targeted 
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attacks degrade the performance of trained models for unspecified inputs. (d) A functionality 
change attack may produce a trained model with an unintended functionality, e.g., by replacing 
it with a different model. 

In (e) model poisoning attacks for information embedding [179], sensitive information of 
training data is embedded in model parameters and hyperparameters before the system 
operation phase, and is leaked during system operation. This may result in the leakage of privacy 
and trade secrets. 
 

(1) Manipulation of a pre-trained model: 

In model poisoning for pre-trained models, backdoors are embedded in the model in advance 
and provided to the system developer. When this pre-trained model is used for derivational 
development or transfer learning, the backdoors in the pre-trained model may be effective even 
after training, and cause a malfunction of the model or system. 

(2) Manipulation of a trained model: 

Model poisoning of a trained model can occur (i) when the model training is outsourced to 
an external developer, (ii) when Machine Learning as a Service (MLaaS) is used as a development 
platform for model training, or (iii) when a vulnerability in the development software is 
exploited to mount the attack. 

(3) Providing a malicious training program, (4) manipulation of a training program: 

A model poisoning attack via a malicious/manipulated training program (Section 2.3.1) is 
conducted in the cases of (i)-(iii) in (2) above or (iv) when the model training uses a training 
program developed by third parties. 
 

In federated learning, where multiple clients cooperate in model training, there is a 
possibility that a malicious client conducts a model poisoning attack. Now countermeasures 
against this kind of attack are being studied actively. We leave their details for a future edition of 
the Guideline. 

10.3.4.2. Technical controls 

Technical controls to prevent or mitigate model poisoning attacks are as follows: 

(1) Checking the adequacy of the process of model training and provision; 
(2) Using model poisoning detection techniques; 
(3) Removing and reducing poisoning in a pre-trained and trained model; 
(4) Conventional security measures against vulnerabilities in the development software 

and the development environment; 
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(5) Conventional security measures against vulnerabilities in the systems, the computing 
environment, and the operation organizations during system operation. 

To prevent the use of a manipulated pre-trained model, the developers should check the 
process of model training and provision, which is classified into the authenticity of the pre-
trained model, the credibility of the provider of the pre-trained model, and the credibility of the 
training process of the pre-trained model (Section 10.5.2.1). 

To identify the poisoning of a pre-trained model, the developers can use model poisoning 
detection techniques. However, these techniques cannot always detect poisoning, and there is a 
possibility of attacks that evade detection techniques. For example, there is an attack method 
that uses cryptographic techniques to install undetectable backdoors. 

To remove or reduce poisoning in a pre-trained and trained model, the developers may pre-
process the model. For example, a method to remove backdoors in deep learning models is to 
prune some nodes of the neural network after fine-tuning (i.e., updating model parameters 
through additional training) [122]. Poisoning may not be removed by pre-processing the pre-
trained model, e.g., when only removing nodes. Furthermore, a model pre-processing may 
degrade the performance of the model if the fine-tuning is not performed with a sufficient 
amount of data. 

To prevent the manipulation of a training program and a trained model, the developers 
should conduct conventional security measures against vulnerabilities in the development 
software and the development environment (Section 10.5.2.6) and against those in the system, 
the computing environment, and the operation organization (10.5.3.3). 

10.3.5. Evasion attacks and their countermeasures 

10.3.5.1. Overview of the attack 

An evasion attack is an attack that causes a malfunction of a trained model by providing the 
model with specific malicious input called an adversarial example during system operation. For 
example, in an evasion attack against an image classifier, an adversarial example is a carefully 
perturbed image input that appears natural to human eyes but causes the image classifier to 
misclassify given image data. 

In an evasion attack, a system user is assumed as the attacker. Namely, we assume a situation 
where a system user inputs adversarial examples to the system during operation. If the system 
operator uses the system, the attacker is assumed to be the provider of the input data for the 
system operation. 

There are two types of evasion attacks: white-box attacks and black-box attacks. These attacks 
differ in the process and method of generating adversarial examples. 

In white-box attacks[98][185], adversarial examples for a particular trained model are 
prepared in advance using internal information about the model (e.g., parameters of the model). 
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Then the adversarial examples are input into the system during operation. 
In contrast, black-box attacks [154] generate adversarial examples without using any 

internal information about the trained model. Typically, to generate adversarial examples, the 
attacker inputs multiple data to the system during operation and observes the system’s output. 
Thus, this kind of attack may be prevented or mitigated by restricting the input data to the 
system or the observation of the output. 

However, some black-box attacks may not require many input and output pairs of the system. 
Such attacks are realized by exploiting the transferability of adversarial examples (i.e., the 
tendency for adversarial examples against other trained models to also be adversarial examples 
against the trained model under attack). For example, there are attacks that generate adversarial 
examples by using (1) an approximate model that mimics the input/output behavior of the 
attacked trained model or (2) another model trained using another dataset that resembles the 
training dataset. 

Evasion attacks are classified into two types in terms of the malfunction or error specificity 
of the trained model[59]. 

(a) Error-generic: Attacks that cause some unspecified malfunction of the trained model; 

(b) Error-specific: Attacks that cause a specific malfunction of the trained model. 
Conventionally, (a) is often referred to as non-targeted and (b) as targeted. 

There is another classification of evasion attacks regarding the range of adversarial inputs 
during system operation or attack specificity. 

(i) Indiscriminate: Attacks that cause malfunctions of trained models for unspecified inputs 
during system operation; 
(ii) Targeted: Attacks that cause malfunctions of trained models for specific inputs during 
system operation. 

10.3.5.2. Technical controls 

Technical controls to prevent or mitigate evasion attacks are as follows: 

(1) Using methods for improving and evaluating the robustness of trained models against 
adversarial examples; 

(2) Restricting inputs to the trained model (restrictions on access rights and on the 
number/frequency of accesses); 

(3) Using techniques to detect adversarial examples; 
(4) Using multiple different models and systems together; 
(5) Technical controls to prevent or mitigate model extraction attacks (Section10.3.6). 

Countermeasures against evasion attacks have been studied primarily in terms of the 
robustness of trained models against adversarial examples[51][98][117]. Methods for 
improving and evaluating the robustness of models are summarized in Section10.3.6 of the 
Guideline. 
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– Well-known methods for improving robustness are adversarial training, robust training, 
and smoothing. 

– Examples of methods for evaluating robustness are evaluation by generating adversarial 
examples and approximate calculation methods of maximum safe radius. 

– There are tools to evaluate the robustness of models against adversarial examples: the 
Adversarial Robustness Toolbox [148], RobustBench[81], CleverHans [156], and Foolbox 
[163]. 

Note that the application of methods to improve the robustness of trained models may produce 
models that may leak more information on the training data. For example, adversarial training 
(Section 7.6.2.6) may increase the risk of membership inference attacks (Section10.3.7)[180]. 

In general, it is difficult to remove the vulnerability of trained models to adversarial examples. 
Thus, if there are no restrictions on input to trained models, it is hard to prevent evasion attacks. 
Therefore, to mitigate evasion attacks, it is important to restrict the input and output of trained 
models in the system (Section 10.5.2.4). Moreover, to restrict the input of adversarial examples 
to the system, there are adversarial example detection techniques[52][127][203]. However, 
these techniques often fail to detect adversarial examples and should be used only as a secondary 
countermeasure. 

Furthermore, evasion attacks may be mitigated by using multiple models trained using 
different learning algorithms and different hyperparameters (Section 10.5.2.4). However, we 
remark that due to the transferability of adversarial examples, attackers may be able to mount 
evasion attacks against different models effectively. 

Evasion attacks that malfunction the interpretation functionality of the model (Section 
10.2.2.2) tend to be specific to the interpretation method, and thus may be prevented or 
mitigated by using multiple interpretation methods together. 

10.3.6. Model extraction attacks and their countermeasures 

10.3.6.1. Overview of the attack 

A model extraction attack is an attack that aims to steal (1) information about the attributes 
of a trained model (architecture [151], hyperparameters[193], parameters[189], decision 
boundaries[107], etc.) or (2) information about functionality of a trained model [174][152] 
during system operation. 

Model extraction attacks may cause the disclosure of trade secrets or other information 
related to the functionality of the trained model itself. Furthermore, the compromised 
information of the trained model can be used in evasion attacks (Section 10.3.5). The 
information of the leaked trained model may be used for evasion attacks or for information 
leakage attacks of training data (Section10.3.7). 

In a model extraction attack, the attacker inputs data to the system in operation, and 
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observes the input-output relation of the trained model. In other words, an attacker (e.g., a 
system user) is assumed to have black-box access to the trained model under attack. 

10.3.6.2. Technical controls 

Technical controls to prevent or mitigate model extraction attacks are as follows: 

(1) Using detection techniques for model extraction attacks; 
(2) Modifying the output information of the trained model; 
(3) Ensemble learning. 

To detect model extraction attacks, the developers can use a technique that observes the 
distribution of a set of input data to a trained model and detects inputs for model extraction 
(PRADA [107], etc.). 

Countermeasures for model output information are: (i) not outputting confidence values, (ii) 
rounding confidence values, and (iii) adding perturbations to confidence values. While such 
output modification may help mitigate some model extraction attacks, it often does not mitigate 
the attacks very well. 

Ensemble learning can mitigate model extraction attacks to some extent by using multiple 
models together. 

10.3.7. Information leakage attacks of training data and their countermeasures 

10.3.7.1. Overview of the attack 

There are many known attacks that leak information on training data used to train the model 
by observing the model’s behavior during system operation. In this chapter, such attacks are 
collectively referred to as information leakage attacks of training data. These attacks can lead to 
the leakage of sensitive information on training data, possibly resulting in the leakage of privacy 
or trade secrets. 

There are two types of information leakage attacks of training data: white-box attacks and 
black-box attacks. In a white-box attack, an external attacker obtains a trained model and then 
observes this model’s behavior. In this case, the attacker does not need to observe the system’s 
input and output during system operation. In contrast, a black-box attack assumes a system user 
as an attacker that inputs data into the system during operation and observes the system’s 
output (and possibly other internal information). 

Information leakage attacks of training data include the following (Section 9.2.2 for details). 

– Membership inference attack (Section 9.2.2.1)[175]: Attacks that infer whether specific 
data belong to the training dataset used to train the model (membership information); 

– Model inversion attack (Section 9.2.2.2)[93]: Attacks that (approximately) recover 
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partial data from the training dataset; 
– Attribute inference attack (Section 9.2.2.2)[178]: Attacks that infer sensitive information 

related to the training data; 
– Property inference attack (Section 9.2.2.3)[54]: Attacks that infer global properties 

about the training dataset. 

Note that there are data poisoning attacks that can induce information leakage attacks of training 
data (Section10.3.2)[72]. There are also model poisoning attacks that embed sensitive 
information in advance to leak it during system operation (Section 10.3.4). 

10.3.7.2. Technical controls 

We describe technical controls to prevent or mitigate information leakage attacks of training 
data in Sections 9.2 and9.3. 

10.4. Preliminary stages of ML-specific attacks and their controls 

An attacker against a machine learning based system may combine ML-specific attacks with 
other attacks to perform a multi-stage attack (Section 10.3). They may collect information and 
make a pre-attack to conduct an ML-specific attack. Therefore, the system developers and 
operators may be able to deter, prevent, or mitigate the ML-specific attack by implementing 
technical controls against such information collection and pre-attacks. 

Therefore, this section describes information collection and pre-attacks to conduct ML-
specific attacks. 

10.4.1. Information used for ML-specific attacks 

We remark on information used for ML-specific attacks. 

10.4.1.1. Misuse of specification information 

Information about the specifications of the system and the trained models can be used for 
ML-specific attacks. For example, information about the learning algorithm and 
hyperparameters for training the model can be used in a data poisoning attack (Section 10.3.2). 

10.4.1.2. Misuse of models and datasets 

Information on trained models or on resembling models can be used to generate adversarial 
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examples for evasion attacks (Section 10.3.5), and to generate inputs to the models in 
membership inference attacks (Section10.3.7). Thus, it is important to prevent attackers from 
obtaining information on the trained models or resembling models. We remark that the risk of 
evasion attacks is greater when the system is built using publicly available trained models 
without modifying them. 

The training dataset or resembling one can be used to build a model that approximates the 
trained model under attack, and can be used to mount evasion attacks or membership inference 
attacks. Therefore, preventing attackers from obtaining the training dataset or resembling one 
may help mitigate those attacks. It should be noted that the risk of evasion attacks is greater 
when the model is trained using only a single publicly available dataset. 

10.4.2. Pre-attacks for ML-specific attacks 

This section describes pre-attacks to conduct ML-specific attacks. Conventional information 
security controls are used to counter those pre-attacks (Sections 10.5.2.6,10.5.3.3, and 10.5.3.4). 

10.4.2.1. Pre-attacks exploiting vulnerabilities in the development software and the development 
environment 

Manipulations of training datasets, training programs, and trained models may cause data 
poisoning attacks (Section 10.3.2) and model poisoning attacks (Section 10.3.4). These 
manipulations can be conducted through pre-attacks that exploit vulnerabilities in the 
development software and the development environments. 

For example, a model poisoning attack can be conducted through a pre-attack that exploits 
vulnerabilities in software libraries for machine learning, such as TensorFlow and PyTorch, to 
install backdoors in the development software or in the trained models. 

10.4.2.2. Pre-attacks exploiting vulnerabilities in the system, the computing environment, and the 
operation organization during system operation 

Manipulation of the trained models in model poisoning attacks (Section 10.3.4) and the 
generation of input during system operation in evasion attacks (Section 10.3.5) and information 
leakage attacks of training data (Section10.3.7) can be conducted through pre-attacks that 
exploit vulnerabilities in the system, the computing environment, and the operation organization 
during system operation. 

For example, it may be possible to steal trained models and execute white-box evasion 
attacks or information leakage attacks of training data through pre-attacks exploiting 
vulnerabilities, e.g., unauthorized access to the system, reverse engineering of the trained model, 
or side-channel attacks. In some cases, an attacker may be able to steal trained models and 
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execute a white-box evasion attack or information leakage attacks of training data. If an attacker 
has physical access to the hardware, a fault injection attack or hardware trojan attack may cause 
a malfunction of the trained model [205]. 

10.5. Quality management for AI security 

This section outlines the quality management for the security of machine learning based 
systems so that the stakeholders can take the ML-specific security into account from the system 
design phase. We overview the security risk assessment (Section 10.5.1) and present security 
controls in the system design and development phase (Section 10.5.2) and in the system 
operation phase (Section 10.5.3) in a comprehensive and systematic manner. 

10.5.1. Security risk assessment 

For the security of a machine learning based system, a security risk assessment should be 
performed for the entire system lifecycle, analogously to the assessment of a conventional 
information system. In a security risk assessment, we first identify the stakeholders and assets 
appearing in the system lifecycle. Then we analyze possible threats and vulnerabilities by 
investigating attack surfaces and evaluating the impact of attacks on the external qualities and 
the qualities in use of the Guideline, e.g., by using attack trees. These analyses should be 
performed not only in the design/development of the system, but also in periodic security risk 
assessments. 

A risk assessment for machine learning based systems needs to identify not only the threats 
and vulnerabilities specific to machine learning, but also those for conventional information 
systems in the entire system lifecycle. However, it may be hard to identify all threats and 
vulnerabilities, and to implement sufficient security controls for all possible threats and 
vulnerabilities. For this reason, we need to prioritize the threats and vulnerabilities to be 
handled in the security risk assessment, and should implement security controls in order of 
priority. 

We remark that some security controls to protect an external quality or a quality in use may 
degrade another external quality or quality in use. For example, a security control for 
strengthening the robustness against adversarial examples may increase the risks of privacy 
attacks (Section 10.3.5.2). For another example, a countermeasure against privacy attacks may 
be incompatible with fairness (Section9.3.2.4). Therefore, we may need to analyze the trade-offs 
among different external qualities and qualities in use. 

At this moment, both security risk assessments and security controls for machine learning 
based systems still need more research and development. The attack methods in Sections 10.3 
and10.4 and the security controls in Section10.5 may not be sufficient. Therefore, the system 
developers and operators should investigate the latest information on the security of machine 
learning technologies used in the specific system they deal with. Then, they need to take a risk-
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based approach to identify the threats and vulnerabilities in the system, the development 
environment, and the operation organization. 

10.5.1.1. Reference information and case studies of risk assessments 

We present information possibly helpful to conduct a security risk assessment of a machine 
learning based system. Microsoft and MITRE et al. present ATLAS (Adversarial Threat Landscape 
for Artificial-Intelligence Systems) [39] to systematize the threats to machine learning based 
systems and the tactics and techniques at each stage of actual attacks. As for case studies, a 
Japanese domestic study group on machine learning engineering works on a risk analysis based 
on the second edition of the Guideline (released on July 5, 2021) and other documents, and 
proposes a simple analysis tool for developers [222]. 

In the risk assessment for conventional information systems, the developers should refer to 
ISO 27000 series [10], ISO/IEC 15408 (Common Criteria)[3], and NIST SP 800-30[37]. As for the 
security controls for control systems in factories and critical infrastructure, the developers 
should refer to IEC 62443[16] [17] and the Cyber/Physical Security Framework (CPSF) [35] 
issued by the Ministry of Economy, Trade, and Industry (METI). 

10.5.2. Security controls in the system design and development phase 

The developers should design and implement security controls based on a security risk 
assessment (Section 10.5.1) for the specific system, the development environment, and the 
operation organization. In Table 9, we summarize the security controls for machine learning 
based systems that the developers may need to design and implement during the system design 
and development. It should be noted that the security controls discussed in this section may not 
cover all security controls necessary for the specific system and the environment. 

In the actual system design and development, it is not always necessary to implement all the 
security controls listed in this section. For example, if the training data do not contain sensitive 
information, the developers do not need to implement countermeasures against the information 
leakage attacks of training data. 

Hereafter, we present security controls against only attacks from the outside of the system. 
To prevent or mitigate the damage caused by malicious or negligent developers, we should 
implement the security controls for conventional information systems, not addressed in the 
Guideline. 
 

Table 9: Examples of security controls in the system design and development phase 
Security controls Goals Attacks Examples of details of security controls 

Controls in obtaining datasets and 
pre-trained models 

Suppressing or 
preventing 

Data poisoning 
attack 

Checking the authenticity of the 
datasets and the pre-trained models 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

181 

 

(Section 10.5.2.1) manipulations  
Manipulations of 
test data etc. 
 
Model Poisoning 
Attack 

Checking the credibility of the providers 
of the dataset and the pre-trained 
models 

Checking the process of data collection 
and pre-processing 

Checking the process of the training of 
the pre-trained models 

Controls in the evaluation and 
processing of datasets 
(Section 10.5.2.2) 

Avoiding using 
datasets that lead to 
unintended 
functionality 

Data poisoning 
attack 

Checking the internal qualities “A-1: 
Sufficiency of problem domain analysis”, 
“A-2: Sufficiency of data design”, “B-1: 
Coverage of datasets”, “B-2: Uniformity 
of datasets”, “B-3: Adequacy of data 

Detecting attacks Data poisoning 
attack 

When the dataset is 
not adequate  

Using data 
poisoning 
detection 
techniques 

Preventing or 
mitigating attacks 

Processing the 
datasets (data 
augmentation, 
addition, 
synthesis, 
removal, etc.) 

Evasion attack Using data augmentation techniques 
(adding adversarial examples, etc.) 

Information 
leakage attack of 
training data 

Removing sensitive information 

Using privacy-preserving data synthesis 
techniques (Section 9.2.4.2) 

Controls in training the model 
(Section 10.5.2.3) 

Preventing or 
mitigating attacks 

Data poisoning 
attack 
 

When the dataset is 
not adequate  

Using robust 
training methods 
against data 
poisoning 

Detecting attack Model poisoning 
attack 

When the pre-
trained model is 
not adequate  

Using model 
poisoning 
detection 
techniques 

Preventing or 
mitigating attacks 

Model pre-
processing 
(parameter 
reduction, re-
training, etc.) 

Evasion attack Using techniques to assess and improve 
the internal qualities “C-1: Correctness 
of trained model” and “C-2: Stability of 
trained model” (e.g., adversarial 
training, use of assessment tools) 

Information 
leakage attack of 
training data 

Mitigation measures for the information 
leakage attacks of training data (Section 
9.2.4.1) 

Using tools to assess information 
leakage of training data (Section 9.2.4.4) 

Controls in 
the design 

(1)  
Pre-processing 

Detecting attacks Evasion attack 
 

Using techniques to detect malicious 
input data 
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and 
development 
of the system 
(Section 
10.5.2.4) 

program Preventing or 
mitigating attacks 

Model extraction 
attack 
 
Information 
leakage attack of 
training data 

Restricting access rights and the 
number/frequency of accesses to the 
system to limit or stop malicious input 
data 

(2)  
Post-processing 
programs and 
interpretation 
functionalities 

Detecting attacks Using techniques to detect attacks in the 
post-processing programs and in the 
interpretation functionality 

Preventing or 
mitigating attacks 

Restricting the disclosure of the model’s 
output and internal information 

Adding perturbations to the model’s 
output and internal information 

(3)  
System 
configuration 

Preventing or 
mitigating attacks 

Attacks in 
general 

Preventing or restricting the 
observation of the system’s behavior 
during system operation 

Preventing or 
mitigating damage 

Attacks in 
general 

Using techniques for detecting 
malfunctions of the model and the 
system 

Using multiple different models and 
systems in parallel 

(4)  
Conventional 
vulnerability 

Removing or 
mitigating 
vulnerability 

Conventional 
attacks against 
the system 

Security controls for conventional 
systems (including the use of 
techniques for the internal quality “D-1: 
program reliability”) 

Controls against the misuse of 
specification information, models, 
datasets, and related information 
(Section 10.5.2.5) 

Preventing or 
mitigating attacks 

Attacks in 
general 

Restricting the disclosure of 
specification information on the model 
and the system 

Restricting the disclosure of models 
used in the system, datasets used for 
model training, and related information 

Controls for vulnerabilities in the 
development software and the 
development environment 
(Section 10.5.2.6) 

Removing or 
mitigating 
vulnerability 

Conventional 
attacks against 
the system 

Security controls for conventional 
systems 

 
 

10.5.2.1. Security controls in obtaining datasets and pre-trained models 

The developers should take measures to suppress or prevent the manipulation of the 
datasets and the pre-trained models used to train the model. 

– Check the authenticity of the datasets and the pre-trained models. For example, by using 
digital signatures or frameworks for providing trusted datasets and pre-trained models, 
check that the dataset or the pre-trained model has not been manipulated. 

– Check the credibility of the provider of the datasets and the pre-trained models. For 
example, check information to determine the social credibility of the provider. 

– Check the process of data collection and pre-processing. For example, check with the data 
providers the process of data collection and pre-processing and the security controls to 
prevent or reduce the manipulation of data that may cause poisoning attacks or contain 
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sensitive information. (See Section 7.5.1 for the data collection policy). 
– Check the process of the training of the pre-trained models. For example, check with the 

model provider regarding the process of model training and the development 
environment. 

In certain situations, sign a contract for the provision of datasets and pre-trained models, and 
the process management. See Sections 6.5.2.4 and 6.5.2.6 concerning the process management 
for data validity. 

10.5.2.2. Security controls in the evaluation and pre-processing of datasets 

The developers should evaluate the adequacy of the dataset used to train the model. 

– To avoid using a dataset that results in a model with functionality not intended by the 
developers (Sections 10.2.2.3 and 10.3.2), check the internal qualities A-1: Sufficiency of 
problem domain analysis, A-2: Sufficiency of data design, B-1: Coverage of datasets, B-2: 
Uniformity of datasets, and B-3: Adequacy of data. 

If the developers cannot confirm the process of data collection/pre-processing, they should 
assume a possibility of an attack, use attack detection techniques on the dataset, and pre-process 
the dataset to prevent or mitigate the possible attack. 

– To prevent or mitigate data poisoning attacks, apply data poisoning detection techniques 
to identify and remove data that degrade the model’s performance (Section 10.3.2.2). 

– To mitigate data poisoning attacks, increase the amount of data in the dataset sufficiently, 
e.g., by data augmentation (Section 10.3.2.2). 

– To prevent or mitigate evasion attacks, increase the training/validation/test datasets by 
adding adversarial examples and other data. 

– If the dataset may include privacy information, trade secrets, or other sensitive data 
violating laws, regulations and contracts, then identify and remove these data or 
information and add other data to reduce the impact of these sensitive data. 

– Use the training data generated by privacy-preserving data synthesis techniques (Section 
9.2.4.2). 

10.5.2.3. Security controls in training the model 

The developers should take measures to prevent or mitigate poisoning attacks when they 
assume a possibility of model poisoning, e.g., when they cannot confirm the process of the model 
training/provision. 

– To prevent model poisoning attacks, use model poisoning detection techniques (Section 
10.3.4.2) to detect poisoning in the pre-trained and the trained models. 
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– To mitigate model poisoning attacks, pre-process the pre-trained and the trained models 
(Section 10.3.4.2). 

Furthermore, the developers should take measures during the model training process to 
prevent or mitigate the attacks during system operation. 

 

– In the model training process, use techniques to evaluate and improve the internal 
quality C-1: Correctness of trained model (Section 7.6). 

– In the model training process, use techniques to evaluate and improve the internal 
quality C-2: Stability of trained model (Section 7.6). In particular, use techniques to 
evaluate and improve the robustness of models against adversarial examples (Section 
7.6.2). Well-known tools for evaluating model robustness against adversarial examples 
are Adversarial Robustness Toolbox [148], RobustBench[81], CleverHans[156], and 
Foolbox[163]. 

– In the model training process, takes measures to reduce information leakage of training 
data from the trained model (Section 9.2.4.1). 

– In the model training process, use tools to evaluate information leakage of training data 
from the trained model. Well-known tools are ML Privacy Meter [136] and ML-
Doctor[124]. See section9.2.4.4 for details. 

We remark that more and more new libraries and benchmarks for evaluating trained models 
have been developed and released. Thus, the developers should find and use libraries and 
benchmarks that cover the latest attack methods. 

10.5.2.4. Security controls in the system design and development 

In designing and developing the system, the developers should implement security controls 
for (1) pre-processing programs, (2) post-processing programs and interpretation 
functionalities, (3) the overall configuration of the system, and (4) conventional vulnerabilities. 
 
(1) Pre-processing programs 

To prevent or mitigate attacks, the developers should implement measures to detect, 
suppress, or prevent malicious input in pre-processing programs, i.e., programs that process 
input to the trained model during system operation. 

– Use a program for detecting suspicious inputs during system operation that attempt to 
learn the behavior of trained models (Section 10.3.6.2) to prevent or mitigate evasion 
attacks, model extraction attacks, and information leakage attacks of training data. 

– Restrict access rights to the system and the number or frequency of accesses to the 
system to prevent or reduce malicious input to the model during system operation. 
 Restrict or suspend access rights and services and impose other penalties on users 
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who query suspicious inputs into the system. 
 When input data during system operation is obtained from an external 

environment (e.g., image data obtained by a camera), limit the number/frequency 
of data input to the model. 

– Use a program for detecting adversarial example inputs during system operation to 
suppress or prevent evasion attacks. 

– Use a program for detecting suspicious input data during system operation to suppress 
or prevent malicious inputs other than adversarial examples (e.g., input to trigger 
backdoor attacks) during system operation. 

– Pre-process (e.g., cleanse or transform) the input data during system operation to 
prevent or reduce the impact of malicious input on the model. 

We remark that detection programs are not always able to detect attacks, and attackers may 
query inputs that evade the detection programs. Therefore, the developers should implement 
other measures to prevent or mitigate attacks, and use detection programs only as a secondary 
measure. 
 
(2) Post-processing programs and interpretation functionalities 

To prevent or mitigate attacks, the developers should use a program for detecting attacks 
during system operation in post-processing programs that processes the output of the trained 
model and interpretation functionalities. 

To prevent or mitigate attacks, the developers should also implement measures in post-
processing programs and interpretation functionalities to restrict the observation of output and 
internal information of the trained models such as confidence scores and interpretations of the 
models during system operation. 

– To prevent or mitigate attacks, restrict the system from outputting information unnecessary 
for the system's operation. 

– To prevent or mitigate attacks, limit the quantity/quality of the output/internal information 
by adding perturbations (Sections 9.3.2.3 and10.3.6.2). 

Although these measures may reduce the possibility/probability of successful attacks, they 
do not guarantee the prevention of attacks. Furthermore, restricting the observation of the 
model’s output and internal information may reduce the transparency and accountability of the 
system. 

 
(3) Overall configuration of the system 

To prevent or mitigate attacks, the developers should implement security controls to prevent 
or limit the observation of the system’s behavior during system operation. 

Furthermore, the developers should implement technical measures regarding the system 
configuration to mitigate or prevent damage caused by the malfunction of the trained model 
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during system operation or by information leakage from the trained model. 

– To prevent system malfunctions, use techniques for detecting malfunctions of the model 
or system. 

– To reduce the degree and frequency of system malfunctions and information leakage in 
the system, use multiple different models and systems in combination if necessary. For 
example, ensemble learning is used to mitigate evasion attacks and other attacks by using 
the outputs of multiple different models. Note, however, that it may be possible to 
configure successful attacks against models of multiple architectures. Furthermore, using 
multiple models and systems increases the cost of training and system operation. 

 
(4) Conventional vulnerabilities 

The developers should implement security controls for conventional vulnerabilities in the 
system. We overview conventional security controls in Section 10.5.4. See also D-1: Program 
reliability in Sections 6.8 and7.7 for the details of the following: 

– Reliability of training programs used for training; 
– Reliability of prediction or inference programs used in system operation; 
– Authenticity and reliability of programs provided by third parties. 

10.5.2.5. Security controls against the misuse of specifications, models, datasets, and related 
information 

To deter or mitigate attacks, the developers should restrict the disclosure of (1) specification 
information on the models and system (e.g., hyperparameters and architecture), (2) models used 
in the system, (3) datasets used to train the models, and (4) information related to these models, 
as much as possible. 

These security controls prevent information collection during the initial reconnaissance 
phase of attacks. Although they are useful in limiting the attacker's prior knowledge and in 
deterring attacks, they do not guarantee the prevention of attacks. 

In actual development, models are often trained on publicly available datasets, and thus it 
may not be possible to keep the dataset information confidential. In such cases, the developers 
should implement other security controls. 

10.5.2.6. Security controls for vulnerabilities in the development software and development 
environment 

The developers should implement security controls for conventional information systems to 
prevent or mitigate attacks exploiting vulnerabilities in the development software and the 
development environment (Section 10.4.2.1). They should collect the latest information on 
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vulnerabilities in the development software and the development environment, such as machine 
learning frameworks. 

10.5.3. Security controls in the system operation phase 

Operators of machine learning based systems should enforce security controls for system 
operation. In Table 10, we summarize the security controls during system operation. It should 
be noted that the security controls shown in this section may not cover all necessary controls. 
The developers should conduct a security risk assessment for the specific system and the 
operation environment, design security controls in the system operation phase, and present 
them to the system operators. 

We remark that this section deals only with technical controls against external attacks. To 
prevent or mitigate the damage caused by (1) malicious or negligent operators and (2) non-
human factors such as natural disasters and infrastructure failures, the system developers and 
operators should enforce security controls for conventional information systems, not addressed 
in the Guideline. 
 

Table 10: Examples of security controls in the system operation phase 

Security controls Goals Attacks Examples of details of security controls 

Monitoring of inputs, models, 
and system during system 
operation 
(Section 10.5.3.1) 

Detecting attacks 

Evasion attack 
 
Model extraction 
attack 
 
Information 
leakage attack of 
training data 

Using techniques to detect malicious input 
data 

Manually checking input data for system 
operation 

Suppressing or 
preventing attacks 

Checking the authenticity of input data for 
system operation 

Checking the credibility of the providers of 
input data for system operation 

Checking the process of the collection and 
pre-processing of input data for system 
operation 

Preventing or 
mitigating damage 

Using techniques for the internal quality "E-
1: maintainability of qualities in system 
operation” 

Detecting the malfunction of the model and 
the system during system operation 

Manually checking malfunctions 

Detecting, preventing, 
or mitigating attacks 

Data poisoning 
attack 

Controls in obtaining, evaluating, and pre-
processing data for re-training 
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Additional controls for the 
system and the operation 
environment 
(Section 10.5.3.2) 

Responding to the 
deteriorated quality of 
the model in operation 
 
Recovering from the 
damage by attacks 

Attacks in general 

Re-training the model during system 
operation, and security controls for the re-
training 

Rewinding the model to a previous version 

Changing the system location or external 
environment 

Controls for vulnerabilities of 
the system, the computing 
environment, and the 
operation organization during 
system operation 
(Section 10.5.3.3) 

Removing or 
mitigating 
vulnerability 

Conventional 
attacks 

Security controls for conventional 
information systems 

 

10.5.3.1. Monitoring of inputs, models, and system during system operation 

The system operator monitors and checks the inputs to the system during system operation. 

– When input data during system operation are obtained from users or an external 
environment (e.g., when image data are obtained by a camera), the system operator 
should check the input data during system operation by using detection techniques for (i) 
suspicious input data attempting to learn the model’s behavior or (ii) malicious input data 
during system operation, or by manually checking the input during system operation. 

– When input data during system operation are obtained from a third party or a public 
database site, the system operator should check (i) the authenticity of the input data for 
system operation, (ii) the credibility of the provider of the input data for system operation, 
and (iii) the process of the collection/pre-processing of the input data for system operation. 
The checking procedure is similar to the case of the training datasets for the model 
(Section 10.5.2.1). 

– When acquiring data or datasets for additional training during system operation, the 
system developers and operators should enforce the same security controls as in the 
design and development phase (Sections 10.5.2.1 and10.5.2.2). 

– The system operators should use techniques to evaluate and improve the internal quality 
E-1: maintainability of qualities in system operation. 

– The system operators should manually or automatically detect the malfunctions of the 
models and the system during system operation. 

We remark that detection techniques may not be able to detect attacks, and attackers may 
query inputs that evade the detection. Therefore, the system operator should enforce other 
security controls to prevent or mitigate attacks and use detection techniques only as secondary 
measures. 
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10.5.3.2. Additional security controls for the system and the operation environment 

The system operators should evaluate the quality of the model in operation and the 
attack/damage situation. To respond to the deteriorated quality of the model in operation or to 
recover from the damage by attacks, the system operators should re-train the model during 
system operation or rewind the model to a previous version if necessary. In the case of re-
training of models during system operation, the system developers and operators should enforce 
the same security controls as those for model training during the design and development phase 
(Section 10.5.2.3). 

The system operator may also change the system location and the external environment to 
reduce the opportunity for malicious input to the system during system operation. 

10.5.3.3. Security controls against the vulnerabilities of the system, the computing environment, 
and the operation organization during system operation 

The system operator should enforce security controls for conventional information systems 
to prevent or mitigate the attacks that exploit vulnerabilities in the system, the computer 
environment, and the operation organization during system operation (Section 10.4.2.2). 

10.5.4. Security controls not specific to machine learning 

We briefly describe security controls that are not specific to machine learning. To enforce 
security controls for conventional information systems, the developers should refer to standards 
and frameworks, such as ISO 27000 series [10], ISO/IEC 15408 (Common Criteria)[3], NIST 
SP800 series [37], NIST Cyber Security Framework[38], and guidelines issued by IPA 
(Information-technology Promotion Agency, Japan). 

The developers should also refer to sector-specific guidelines and references provided by 
ISACs (Information Sharing and Analysis Centers). For example, the following ISACs have been 
established in Japan: 

– Japan automotive ISAC (https://j-auto-isac.or.jp) 
– ICT ISAC Japan (https://www.ict-isac.jp/) 
– Japan Electricity ISAC (https://www.je-isac.jp/) 
– Financials ISAC Japan (http://www.f-isac.jp) 

For business areas that deal with life and property risks but do not have ISACs, the developers 
can refer to security standards such as Payment Card Industry Data Security Standard 
(PCIDSS)[42]. 
 

As for the control systems in factories and critical infrastructures (IACS, Industrial 
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Automation Control System), the developers should refer to IEC 62443 [16][17] and the Cyber 
Physical Security Framework (CPSF) by the Ministry of Economy, Trade, and Industry (METI) 
[35]. 

IEC 62443 covers (1) common concepts, reference models, and roles of relevant stakeholders 
in general, (2) requirements and guidelines for policies and procedures for the management and 
operation of organizations involved in control systems, (3) security functional requirements and 
design and technology of security functions required for IACS, and (4) security of the 
components that make up the system. 

CPSF provides a framework for security controls in industrial society in Society 5.0. In order 
to properly capture the risk sources, industrial society is viewed as a three-layered structure by 
connections between organizations, mutual connections between physical space and cyberspace, 
and connections in cyberspace and six components including organization, people, components, 
data, procedure, and system. Then the functions at each layer are defined as objects to be 
protected. CPSF presents examples of security measures from the viewpoint of possible security 
incidents, risk sources of incidents for each component, and requirements for security measures. 

10.6. (informative) Remarks on security perspectives in each chapter 

In Table 11, we list the examples to do for each section of the Guideline under the 
consideration of security. It should be noted that the developers need to check and add 
requirements according to the specific system they design and develop. As for fairness and 
privacy, we focus on cases where fairness and privacy are subject to cyber-attack damage. 
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Table 11: Security considerations 

Chapter and 
section 

Guideline description Security response plan Remarks 

1.3.2 Lifetime-long requirements 
for risk assessment 

At the time of security risk assessment, the results of the functional 
safety risk assessment and the items to be treated with priority are 
included in the targets of assumed attacks. 

Include items such as privacy and fairness 
that related to the target business for which 
the system will be used. 

1.3.3 when a machine leaning based 
system is developed by 
sharing works 

When referring to terms and guidelines related to AI and machine 
learning, include compliance with referenced standards and guidelines 
for the entire supply chain in the contract. 

Machine Learning Quality Management 
Guidelines, ISO/IEC regulations, etc. 
 GDPR, China Cyber Security Law, etc. 
depending on the business to be designed 
and developed. 
 Also refer to laws related to outsourcing, 
such as the Dispatched Worker Law and the 
Subcontracting Law. 

1.3.3 Security risk of contamination 
of learning results due to 
intentional inclusion of 
improper data 

● Collect information on attacks specializing in AI and machine 
learning, such as evasion attacks, data poisoning attacks, and model 
poisoning attacks exemplified in Chapter 9 of the Machine Learning 
Quality Management Guidelines, analyze attack scenarios, and identify 
threats and vulnerabilities. implement measures for 

● Collect information on attack and defense methods and update 
defense measures periodically. 

The cycle of review of overall defense 
measures should be within one year. 
 Defense measures should be prioritized 
and implemented from the most feasible 
items. 
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1.5.1 Safety To confirm and examine threats and vulnerabilities with respect to risk 
targets. From the perspective of safety, human life, and economic 
efficiency, items with significant damage spillover are identified, risks 
are classified according to the magnitude of damage, assumed as attack 
targets, and used to analyze threats and vulnerabilities. (e.g., fairness, 
privacy) 

  

1.5.2 AI performance Assuming an attack scenario in which performance is the attack target, 
identify threats and vulnerabilities and take countermeasures. 

  

1.5.3 Fairness ● Assume attack scenarios for information that may be subject to 
attacks (e.g., gender, skin color, etc.) using Chapter 8, identify threats and 
vulnerabilities, and implement countermeasures. 
● Collect information on the targeted business to periodically review 
the items subject to fairness attacks and update the content of 
monitoring and countermeasures. 

Chapter 9 will be used as a reference for 
analysis. 

1.5.4 Privacy ● In particular, when the change the nature of the information contained 
in information assets is assumed (for example, strong correlations 
generation or lost between multiple pieces of information), monitor and 
implement regular countermeasures periodically. 

● If the new properties acquired above are sensitive, the damage will be 
greater if attacked, so be careful. 

● Confirm whether the new characteristics observed by monitoring 
violate laws and regulations such as domestic personal information 
protection law, GDPR, China cyber security law, and US CCPA. 

● Pay particular attention to GDPR and 
China Cyber Security Law (because the 
regulations and sanctions are very strict)  
● Collect information from NIST and ISO/IEC 
on a regular basis. 

1.6.2 Social aspects such as ethics Examine that the data to be used meets the legal requirements for 
regulations and contracts regarding the acquisition and use of data for 
legal rights and public interest policy reasons. 
Furthermore, examine the need for rights/contractual adjustments. 

 For reference information.[32][223 ], etc. 
Keep as up-to-date information as possible, 
since it is necessary to follow updates in the 
legal system. 
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1.7 Internal quality 
characteristics 

Organizing the status of internal quality characteristics in the system to 
be developed and assuming data to be attacked and attack scenarios 
that will cause serious damage, take countermeasure threats and 
vulnerabilities. 

Refer to the reference in the Guideline to 
check the internal quality status of the 
development target system. 

1.7 Property B-1: Coverage of 
datasets 

Assuming an attack scenario in which integrity is compromised among 
security requirements, analyze threats and vulnerabilities by 
enumerating the causes that triggered the attack, and consider 
countermeasures. 

  

1.7.1 Sufficiency of requirements 
analysis 

Consideration should be given to whether the inference results and 
learning models output by the system to be developed encompass 
sensitive information. 
 When conducting a BIA (Business Impact Analysis)/PIA (Privacy 
Impact Analysis), a list of system operation flows should be made to 
verify the combination of situations (use case review). 

Countermeasures are required if the 
sensitivity of the information changes in 
time series. 

1.7.1 analysis from the request side 
such as risk analysis/failure 
mode analysis and bottom-up 
analysis 

Security risk analysis during the development phase should be 
conducted in parallel with other risk analyses, such as functional safety. 

Conduct both traditional information 
security and security with a focus on 
AI/machine learning. 

1.7.2 Combination of situations Identify threats and vulnerabilities to input/output data for each 
combination and consider countermeasures. 

  

1.7.4 "what kind of fairness" is 
required 

Assume damage to the target system with reference to Chapter 9 and 
consider countermeasures. 

Consider attacks that make it impossible to 
ensure fairness by artificially processing 
data. 

1.7.5 The data must not have been 
inappropriately altered 
(authenticity), and the data 
must be sufficiently new. 

Among the perspectives of security risk assessment, integrity 
verification is applied to the calculation of the impact of attack 
scenarios. 

Perform a security risk assessment of the 
environment where the data used for 
learning is stored. 

1.7.5 data selection adequacy 
Adequacy of labeling 

When identifying the damage caused by an attack, include attacks that 
violate the adequacy of data selection and labelling. 

Identify the causes of damage and apply 
them to the listing of threats and 
vulnerabilities. 
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1.7.5 Reorganizing data to meet 
new requirements and 
policies 

If the rearrangement of data changes the damage assumptions from an 
attack, the list of threats and vulnerabilities should also be updated 
according to the increase or decrease in damage. 

Check the scope of system affected by the 
data rearrangement. 

1.7.6 overfitting Include attacks that force the system to overfit the target when 
assuming damage. 

For example, addition and processing of 
training data by worms 

1.8.1 Quality Inspection Include items related to security risks in quality inspection items and 
establish a process work path that returns to upstream processes for 
reconsideration if risk issues are discovered during inspection (any 
inspection item). 

Include non-security risk items as necessary. 

1.9.1 Social Principles on Human-
centric AI 

Implement risk countermeasures based on periodic information 
collection and damage assumptions regarding new attack target 
perspectives. 

Include in the PDCA cycle of security. 

2.2.1 IEC 15408 IEC15408 is a typical framework for security risk analysis and 
countermeasure planning but select one that fits your requirement 
analysis from IEC27000 series, IPA guidelines, etc. 
 Assumption of AI-specific attack scenarios, identification of threats 
and vulnerabilities, and study of countermeasures should be 
conducted. 

  

2.3.1,  
2.3.2 

machine leaning based system 
structure stakeholders of 
development and their roles 

For AI-specific attacks, identify machine learning-specific threats and 
vulnerabilities through attack tree, use case analysis, and information 
asset accounting, and study countermeasures. 

● For example, assume an attack tree for 
the attack targeting AI exemplified in 
Chapter 9, and determine countermeasures 
and priorities based on the results. 
● In the use case analysis, players other 
than those involved in development (e.g., 
system users and maintenance staff) should 
be added. 

No. 3 item of 
2.3.3 

Fairness List damages that infringe on fairness as targets of security damages. 
● List the items of fairness that are subject to damage 
● Create an attack tree that targets the listed fairness items. 
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NO.4 item of 
2.3.3 

Attack resistance The following are the viewpoints of security attack resistance.  
● Defend against attacks in the first place.  
● Suprress the effect to the actual business by minimizing the damage 
according to the tampering of the information even if attacked.  
● Even if attacked, the calculation status before the attack remains, all 
the resources are instantly discarded and replaced with the remaining 
resources without any impact on the actual business. 

Consider the scale of implementation of each 
theme. 

No. 5 item of 
2.3.3 

Ethicalness Confirm items of ethics and examine scenarios in which damage could 
occur (attack tree study). 

 

No. 6 item of 
2.3.3 

Robustness Assume an attack tree that causes damage to robustness. 
 

No. 1 item of 
2.3.4 

System life cycle process Provide risk assessments (gates) at each stage of the system life cycle. Regarding the content and scale of 
implementation, items will be implemented 
in accordance with the order of priority, 
with regular implementation (within one 
year) in mind. (If it does not fit on a feasible 
scale, there is a high possibility of 
disfigurement.) 

2.3.5 Terms related to use 
environment 

In system components specializing in AI and machine learning, such as 
learning and inference, and the environment where learning models 
are stored, AI-specific requirements are required in addition to 
conventional information security. 

  

2.3.6 Terms related to data used for 
building machine learning 

Same as above   
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No. 4 item of 
2.3.7 

A form of operation to collect 
data and carry out additional 
training for machine learning 
during operation and to 
update trained machine 
learning models when 
necessary 

General information security does not assume that the data used by the 
system will acquire new characteristics (such as fairness or privacy) 
during operation. The system will include periodic monitoring to 
ensure that the data stored by the system has acquired new 
characteristics through additional learning, and to consider process 
and procedure for the new characteristics if necessary. 

  

3.1 Table 1: Estimation of AI 
safety levels for human-
related risks  
Table 2: Estimation of AI 
safety levels for economic 
risks 

For each cell in the table, an attack tree of cases with serious damage 
from the expected impact is assumed and prioritized. 

While it is possible that safety may not be 
considered when business solutions are 
built solely on IT systems, safety 
considerations are mandatory for safety-
related embedded systems, such as collision 
mitigation brakes. 

3.3 Fairness Create an attack tree assuming a case where personal rights and assets 
are damaged and add it to the threat and vulnerability consideration 
items. 

Particular attention should be paid to 
scenarios associated with additional 
learning 

3.4 Provisions for personal data 
protection processing referred 
to by national and regional 
laws and regulations 

● Use personal data protection processing regulations as a reference 
for attack trees and damage assumptions in security risk assessments. 
● While planning countermeasures, it is advisable to consider a 
mechanism for monitoring violations of personal data protection 
processing regulations. 
● Confirm the trend of damage cases and regulations related to 
personal data protection processing. 

Sanctions for confirmed violations could 
affect management. 

4.1.1 
Figure 11 

Handling of development 
processes with several 
operational stages 

● Risk factors (e.g., spurious correlation) should be verified each time 
a PoC is conducted to verify whether the requirements meet the 
specifications. 
● Implement the mechanism to monitor risk factors and consider 
countermeasures should also be included in quality inspection and 
operational performance monitoring. 
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4.2.1 
Figure 12  

Process model in the stage of 
machine learning building 

● Confirm the handling of sensitive information and generation of new 
sensitive information at the design stage of datasets, models, and tests, 
analyze threats and vulnerabilities, and incorporate countermeasures. 
● Confirm the handling of sensitive information and the generation of 
new sensitive information based on the inference results output from 
repeated training and quality confirmation/verification work, analyze 
threats and vulnerabilities, and incorporate countermeasures. 
responses. 

  

4.2.1 
Figure 13  

Model of preprocessing for 
training 

Handle sensitive information during each of the preprocessing steps, 
check for the generation of new sensitive information, analyze threats 
and vulnerabilities, and incorporate countermeasures. 

  

4.2.1.1 ML Requirements Analysis 
Phase 

● Regarding learning data as information assets, assuming the 
relationships among data (e.g., correlations) that are sensitive, which 
are expressed by reorganizing the nature of input/output data and 
reorganizing them as a requirement for concrete construction as the 
target of damage, identify threats and vulnerabilities, and consider 
countermeasures. 
● For quality requirements to be determined based on the nature of 
the data and the specific data set itself, threats and vulnerabilities are 
identified and countermeasures are discussed, assuming damage from 
attacks. 

  

4.2.1.2 Training data composition 
phase 

● Accounting for datasets as information assets, scrutinizing the 
relationships (e.g., correlations) between data types stored by the 
dataset and the nature of the data (e.g., fairness and privacy), identify 
threats and vulnerabilities and consider how to respond to them, based 
on the damage that could occur in the event of an attack. 
● Investigate new relationships (e.g., fairness or privacy) have been 
created between data after preprocessing, identify threats and 
vulnerabilities based on the assumption of damage in the event of an 
attack, and consider countermeasures. 
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4.2.1.3 Iterative training phase ● Extract machine learning models, hyperparameters, and learning 
models for implementation as information assets, and scrutinize 
relationships among data stored in datasets (e.g. correlation) and 
characteristics of data (e.g., fairness and privacy) Then, identify threats 
and vulnerabilities based on the assumption of damage in the event of 
an attack, and consider countermeasures. 
● Investigate new relationships (e.g., fairness or privacy) have been 
created between data after preprocessing, identify threats and 
vulnerabilities based on the assumption of damage in the event of an 
attack, and consider countermeasures. 

  

4.2.1.4 Quality check/assurance 
phase 

Treat test datasets, test results (including test confirmation), and data 
causing false inferences as information assets, assume damage due to 
falsification or theft of information that can be used as a reference for 
attacks, identify threats and vulnerabilities and consider 
countermeasures. 

  

4.2.2 System building/ integration 
test phase 

Conduct a security risk assessment of the parts of the system other 
than machine learning components in accordance with the ISO/IEC 
27000 series, ISO/IEC 15408 Common Criterial, and guidelines, 
frameworks, and tools provided by the IPA, and take action based on 
the results of the assessment and consider countermeasures based on 
the results. 

● Design the assessment methodology with 
reference to the various ISACs for business 
sector-specific requirements, or the PCI DSS 
requirements if no ISAC has been 
established. 
● Pay attention to the selection of 
guidelines and frameworks when life, safety 
and property are involved. 

4.3 Quality monitoring/operation 
phase 

● Treat relationships (e.g., correlation), properties (e.g., fairness and 
privacy), and hyperparameters among data included in learning data as 
information assets, perform periodic monitoring to assume damage 
and take appropriate measures. 
● Periodically review the relationship and nature of data. 
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5.1.1.1 In cases where safety 
functions are required, 

Events assumed to cause serious damage in the course of safety 
considerations will result in greater damage if attacked, so such events 
should be handled with higher priority. 

Examine safety related to systems using AI 
and machine learning. 

5.1.1.3 Examination on risk scenarios 
related to system use 

Prioritize high-risk events because the damage will be greater if they 
become the attack target. 

Identify risks deeply related to AI and 
machine learning and how to take 
countermeasure to them. 

5.1.1.4 
5.1.1.5 

Qualities in use If damage is assumed from the perspective of the adopted quality 
metrics, analyze threats and vulnerabilities and take countermeasures. 

When using external quality characteristics, 
follow the damage assumption,of 
threat/vulnerability analysis and 
countermeasure regarding external quality 
characteristics. 

5.1.2 risks of physical or human 
damages 

Prioritize high-risk events because the damage will be greater if they 
become the attack target. 

Identify risks deeply related to AI and 
machine learning and how to take 
countermeasure to them. 

5.2.1 entruster and the 
development entrustee should 
build a consensus 

Select a policy from consideration and implementation of risk 
countermeasures, risk transfer, and risk approval by listing security 
risks by extracting those relevant to the business in question from 
attack cases deeply related to AI and machine learning at the time of 
consensus building. 

● Risk transfer: Entrusting security 
requirements to others by implementing 
systems and functions responsible for 
security (example: solution development 
and security measures on AWS) 
● Risk acceptance: A management decision 
that accepts the relevant security risk and 
does not implement countermeasures or 
transfer. 
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5.2.2 Role clarification  Confirm that security risk assessments are carried out at the following 
stages in the progress of the work process, and decisions are made 
regarding the implementation, transfer, and approval of 
countermeasures. 
● Approval of requirements analysis results 
● When the external specification of the software is approved 
● When software operation verification specifications are approved 
● When software verification and validation results are approved 

In particular, check KPI items that are deeply 
related to AI and machine learning. 

5.2.3 3)  Quality management methods 
during operation 

● Treat relationships (e.g., correlation), properties (e.g., fairness and 
privacy), and hyperparameters among data included in training data as 
information assets and perform periodic monitoring to assume damage 
and take appropriate measures. 
● Periodicaly review the relationship and nature of data. 

  

5.3 Delta development When reusing existing software components, it is necessary to conduct 
a security risk assessment in the context in which the new system is 
used. This also applies to risk countermeasures implemented as a 
result of assessment. 

  

6 Internal quality Based on the quality level setting and design decided by the developer, 
for Sufficiency of problem domain analysis, Coverage of distinguished 
problem cases, Coverage of datasets, Uniformity of datasets, Adequacy 
of data, Correctness of trained models, Stability of trained models, 
Maintainability of qualities in operaion, Reliablity of underlying 
software systems, assume that the most serious damage will occur, 
identify threats and vulnerabilities based on attack scenarios, and 
implement countermeasures. 

From each perspective, identify and take 
countermeasure to threats and 
vulnerabilities based on the level (LV) set by 
the developer and its basis. 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

201 

 

6.1.2.1 attributes and their 
viewpoints 

● Check whether the attribute is sensitive information (eg skin color, 
race, etc.), and if it is sensitive, consider whether to stop using the 
attribute or take measures such as anonymization.  
● Scrutinize the relationship between attributes (eg correlation) and 
the characteristics of attributes (eg fairness and privacy), identify 
threats and vulnerabilities based on the assumption of damage in the 
event of an attack, and respond accordingly. 

  

6.1.3 Safety levels Factors that increase risk are the cause of greater damage when an 
attacker attacks, so identify threats and vulnerabilities and respond 
based on the results of analysis in accordance with requirements. 

  

6.2 Coverage for distinguished 
problem cases 

Identify and respond to threats and vulnerabilities assuming attacks 
that violate designed completeness. 

 

6.3 Coverage of datasets Analyze and respond to threats and vulnerabilities by enumerating the 
causes triggered the attack, assuming an attack scenario compromising 
the integrity among security requirements. 

  

6.5.2.1 Unification and scrutiny of 
labeling policies 

Assuming an attack scenario in which an attack causes data to go 
against policy, identify and respond to the threats and vulnerabilities 
involved. 

 

6.5.2.2 Consistency checking and 
rechecking of datasets 

Assessments to be conducted in response to changes in functional 
requirements and use environments, and the process for outsourcing 
work, should be included in the security risk assessment. 

It is recommended to include the 
perspectives of information security and 
supply chain security. 

6.5.2.3 Handling the long tail and 
determining mismeasurement 
and outliers 

Assuming an attack scenario in which stored data falls into a state 
violating the handling policies for long-tail, mismeasurement and 
outlier, identify and respond to the threats and vulnerabilities involved. 
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6.5.2.4 Addressing Data poisoning ● Respond to relevant threats and vulnerabilities assuming attack 
scenarios in which data are poisoned. 
● Consider how to detect poisoning of data. 
● Respond to system configurations and usage scenes of development 
target systems for security requirements other than cyber security. 

It is recommended to use guidelines 
(provided by ISAC and ministries and 
agencies) according to the business model 
in which the development system is used to 
respond to the usage scene. If guidelines are 
not provided, refer to the guidelines for 
finance and critical infrastructure. 

6.5.2.5 
Freshness 
 

Identify and respond to the threats and vulnerabilities involved in a 
hypothetical attack scenario in which the currentness of training data 
is compromised. 

 

6.5.2.6 Establishment of a system and 
mechanism for process  

Establish security risk assessment rules that is applied to the entire 
supply chain and include in the contract regular audits and storage of 
audit trails in accordance with the rules. 

 

6.5.3 Requirements for quality 
levels 

Reflect on each of the points listed in 6.5.2 of this table.  

6.6.2 Relative behavior of indicators ● Prepare and monitor means to check for damage (tampering, etc.) to 
the trained model regarding the behavior of the input in the training 
dataset. 
● Prepare countermeasures assuming possible causes when trained 
models are tampered with or otherwise damaged. 

It is recommended to leave a trail (a record 
of the evaluation index) about the behavior 
for the input included in the training 
dataset. 

6.7.2 Evaluate and improve stability ● Prepare and monitor means to check for damage (tampering, etc.) to 
the trained model regarding the response to the input in the training 
dataset. 
● Prepare countermeasures assuming possible causes when trained 
models are tampered with or otherwise damaged. 

It is recommended to keep a trail of 
responses to inputs not included in the 
dataset for each of the iterative training 
phase, quality verification evaluation phase, 
and quality monitoring operation phase. 

6.8.1 Open-source implementation Respond to publicly available threat and vulnerability information. You may refer to CWE and CVE. 

6.9.2 quality degradation Prepare a response process and system infrastructure if the cause of 
quality degradation during operation is by attack. 
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7.1.2 Estimation of risk factors Categorizing risk items according to the degree of damage, and 
assuming those that cause serious damage as the target of damage by 
attackers, extracting attack scenarios, identify threats and 
vulnerabilities, and consider countermeasures. 

  

7.1.3 final implementation form to 
some extent in order to 
conduct such an analysis 

Apply the key points of the forecast to operational monitoring, and 
consider methods to distinguish from the initial business assumptions 
(concept drift) and attacks. 

  

7.2 Coverage of distinctive 
problem cases 

See proposed security measures in Chapter 6, " quality management 
characteristics". 

  

7.3 Coverage of datasets Refer to security measures in Chapter 6 " quality management 
characteristics" 
● Scrutinize and reflect properties such as hidden correlations 
between adopted feature values and overlooked feature values through 
additional test at the data preparation stage and additional test at the 
test stage 
● Scrutinize the characteristics of the feature periodically by 
monitoring processing. 

  

7.3 Coverage of datasets Assuming an attack scenario that compromises the integrity of the 
security requirements, extract the causes of the attack, analyze the 
threat and vulnerability, and consider countermeasures. 

  

7.4 Uniformity of data sets See proposed security measure in Chapter 6, "quality management 
characteristics". 

  

7.5.1 Data collection policy See proposed security measures in section 6.5.2.1  
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7.5.1 Assessment of whether the 
requirements definition has 
been updated in line with the 
data collection policy, and 
whether it is necessary to 
reconfirm the contents 
confirmed in the previous 
steps (e.g., internal quality A-1 
to B-2) in line with the update. 

If policies and requirement definitions have been updated, the 
assumption of security damage may have also changed, and if changes 
are necessary, they should be reflected in the threat and vulnerability 
analysis and countermeasures. 

 

7.6.1.3 fuzz testing If the input data are related to threats/vulnerabilities, include the test 
items to input fuzzing data if necessary. 

 

7.6.1.5 Automatic generation of test 
inputs 

If necessary, include verification items targeting model evasion, model 
extraction, and adversarial example, which are attacks deeply related to 
AI and machine learning. 

  

7.6.2.2 regularization In dropout, the percentage of inactive neurons is a hyperparameter. 
Such hyperparameters that determine the design of the neural 
network, optimization, etc., should be listed as information assets. 

Other items in Section 7.5.2 should be 
considered in the same manner as on the 
left. 

7.6.2.3 adversarial data generation Assume threats and vulnerabilities and consider countermeasures 
from attack scenarios that assume attacks by adversarial example 
generation, if necessary. 

 

7.6.2.6 adversarial training If necessary, assume threats and vulnerabilities from attack scenarios 
that assume attacks using adversarial training and consider 
countermeasures. 

 

7.7.3 Common Vulnerability 
Enumeration (CVE) 

CVEs and CWEs are very useful as threats and vulnerability information 
for general information security, but they do not include perspectives 
deeply related to AI and machine learning. Therefore, security 
perspectives on AI and machine learning should be set according to the 
system to be developed and used to evaluate the system. 

See Sections 10.1.4 and 10.5.1.1 for 
information on security.  
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7.7.5 Software updates One of the recent advanced attack methods is related to software 
updates. Since it is possible that attacks focusing on machine learning 
components may be carried out through malware contamination and 
transaction hijacking, attack scenarios should be envisioned and 
verified. 

  

7.8.1 monitoring ● If there are security requirements for monitoring during operation, a 
monitoring mechanism should be placed according to the 
requirements. 
● Relationships between features that may cause serious damage if 
attacked (e.g., hidden correlations), especially in sensitive cases, will 
also be monitored from a security perspective. 

  

7.8.2 Concept drift Same as monitoring   

7.8.3 updating trained machine 
learning models 

Same as monitoring   

8.1.1 Social demands As for laws and regulations, social principles, guidelines, and 
international standards, assume damage in the event that a guarantee 
is requested or have a large impact on business, and incorporate them 
into attack scenario assumptions. (See Section 8.4 for assumed attack 
scenarios.) 

 

8.1.1.1 ethics 
fairness 

Assuming damage and attack scenarios in the event of a breach of 
ethics and fairness, identify threats and vulnerabilities leading to the 
cause and establish countermeasures. 

  

8.1.2.1 Discrimination by race, 
religion, etc. 

Assume damage in order of greatest impact on business in the event of 
damage, such as race and religion. 

 

8.3.3 fairness requirements 

social demands 

Assume an attack scenario in which the content of the fairness 
requirements or social demands is the final attack target. 

 

8.3.5 Variables Assume an attack scenario in which variables are attacked. 
 

8.4.2 bias Assume an attack scenario that violates system requirements for bias. 
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8.4.3 data with various sensitive 
attribute 

sensitive attributes 

Assume an attack scenario that infringes on sensitive attributes 
requiring special consideration. 

 

8.5.1 AIFL Since the impact of the output of the relevant product/service on the 
individual rights and the social acceptability of the system is evaluated, 
it is advisable to assume the areas that would be damaged and the 
damage level if the attacks were successful in parallel. 

Requirement definition stage in the system 
development process 

8.5.2.18. Pre-processing approach, in-
processing approach, post-
processing approach 

Consider whether the means to realize the pre/in/post processing 
approaches can be included in the security risk assessment and 
conduct the assessment if necessary. 

 

9.1.1.2 negative externalities Include in the attack scenario that assumes personal data re-
identification as the damage of the attack. 

 

9.1.1.3 registered data and activity 
data 

Assume registered data and activity data as the damage target in the 
attack scenario. 

 

9.1.2.2 the right to be forgotten 

Purpose limitation 

Data minimization 

Storage limitation 

Scrutinize whether consent, right to be forgotten, purpose limitation, 
data minimization, and storage limitation are subject to attack, include 
them in the assumed attack scenario in the case that they are the target 
of attacks. 

 

9.1.3 processed data Scrutinize whether the protected processed data is the target of an 
attack, and if so, include it in the assumed attack scenario. 
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9.1.4 privacy metrics If an attack method that violates the metrics is found, it will be 
included in the scope of assumed damage. 
Example 
Data similarity: a method to uniquely identify a record in multiple 
records. 
Outcome indistinguishability: methods by which desired records can 
be distinguished between adjacent databases. 

 

9.1.5 re-identifying pre-processed 
data d 

Include the damage of re-identification of protected processed data in 
the attack scenario assumed in the security risk assessment. 

 

9.2.1.1 Case 1 -Case 6 Assuming attack scenarios for which the provided personal data, 
training datasets, trained learning models, machine learning systems, 
and operational systems are targeted, include them into the target of 
security risk assessment. 

 

9.2.1.2 identifying information about 
the training data is possible 
from the trained model. 

Include " identifying information about the training data is possible 
from the trained model " in the attack scenario envisioned by the 
security risk assessment. 

 

9.2.2.1 Membership inference Include attack scenarios with membership inference in the security 
risk assessment. 

 

9.2.2.2 Inferring sensitive 
information from public 
information 

Include threats and vulnerabilities related to sensitive information in 
security risk assessment considerations. 

 

9.2.2.2 Attribute inference is to infer 
sensitive information about 
the training data by means of 
information that are publicly 
available 

Include predictive inference results in the information assets handled 
by the security risk assessment, if necessary. 

 



Machine Learning Quality Management Guideline  National Institute of 
3rd English edition  Advanced Industrial Science and Technology 
 

208 

 

9.2.2.3 Property inference The following information not included in the design content will be 
scrutinized 
i) Information other than that covered by the learned learning model 
ii) Information that is not assumed as a result of predictive inference. 
 
Attack scenarios that infer global properties by identifying the above 
information should be included in the security risk assessment. (If 
necessary, third-party identification of information should also be 
considered.) 

 

9.2.3.3 Relationship to cyber security As an effort toward privacy in cybersecurity, PIA (Privacy Impact 
Analysis) will be conducted alongside BIA (Business Impact Analysis) 
in the requirements definition stage of system development. 

The content of PIA is defined in ISO/IEC 29134 (JIS X 9251). In 
particular, ANNEX B provides examples of threats to privacy and can 
be used as a reference when creating a threat list for security risk 
assessment. 

In addition, it is recommended to refer to the "Promotion of PIA 
Efforts" provided by the Personal Information Protection Commission 
as a practical guideline for conducting PIAs. 

 

9.3.1 Domain analysis phase As mentioned above, PIA is implemented as a way of responding to 
privacy in cyber security. 

 

9.3.2 Pre-stage, In-stage, Post-stage If there are stage-specific development items, include them in the 
security risk assessment. 

 

9.3.2.1.1  accuracy, currentness The security risk assessment in accordance with the ISO/IEC 27000 
series requires that correct information is maintained as integrity, so it 
is recommended to verify this as well. 
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9.3.2.1.2  appropriate pre-processing 
should be applied to prevent 
leakage of personal 
information 

Since the security risk assessment along the ISO/IEC 27000 series 
verifies confidentiality, it is advisable to check the status of information 
leakage prevention measures when considering this item. 

 

9.3.4.1 
9.3.4.2.1  

quality level regarding data 
protection 

It is advisable to proceed with the PIA in parallel with the study of the 
quality level of the design object. 
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11. (informative) Information on related documents 

The content of this chapter is informative. 

11.1. Relation with other guidelines 

11.1.1. Contract guidelines for AI of the Ministry of Economy, Trade and Industry 

The Contract Guidelines on Utilization of AI and Data [32] published by the Ministry of 
Economy, Trade and Industry summarizes considerations concerning contracts with business 
partners when they cooperatively develop systems containing AI (e.g. machine learning) in 
accordance with contracts such as sales order or quasi-mandate. 

The Contract Guidelines clarify roles and responsibilities in contracts between business 
partners engaged in development, while the Contract Guidelines summarize quality of service 
which providers have to provide to users of developed system. From the standpoint of the 
Guideline, qualities in use of products and services defined in the Guideline are elaborated with 
the cooperation of all stakeholders listed in the Contract Guidelines for development, and then 
they are provided to users. It is out of the scope in the Guideline how to concretely realize the 
quality with the cooperation of business partners and how to conclude a contract and share 
responsibilities. Stakeholders should agree on these matters based on the Contract Guidelines. 
On the other hand, the Guideline can serve as a base of examining technical matters related to 
quality when stakeholders share responsibilities and exchange information. In Section 5.2, we 
briefly analyzed a possibility of sharing roles as one example. 

The Contract Guidelines state that a non-waterfall model is appropriate for sales orders in 
the development process, while the Contract Guidelines (p.46) focus not only on (3) Development 
phase but also phases such as (4) Additional learning phase before and after (3). Therefore, the 
Guideline defines a system lifecycle process by a wide range from system planning to disposal 
after operation. A model mixed with waterfall model is basically used and summarized as Figure 
6: Conceptual diagram of mixed machine learning lifecycle process in page 26. With regard to the 
relation with gradually exploratory development processes recommended in the Contract 
Guidelines, the developmental phase in the center of Figure 6 in the Guideline corresponds 
basically to the development phase in the Contract Guidelines. 

11.1.2. Relations with Guidelines for Quality Assurance of Machine leaning based Artificial 
Intelligence (QA4AI) 

The Consortium of Quality Assurance for Artificial Intelligence-based products and service 
(QA4AI) in Japan has published Guidelines for Quality Assurance of Machine leaning based 
Artificial Intelligence 2020.08 [43] in August 2020. The QA4AI Guidelines propose the following 
five axes to be considered in quality assurance of AI products with the aim of giving common 
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guidelines for quality assurance of AI products. 

A) Data integrity 
B) Model robustness 
C) System quality 
D) Process agility 
E) Customer expectation 

Moreover, the QA4AI Guidelines present check lists of these axes and a list of specific quality 
management technologies. 

As regards the relation between the Guideline with the QA4AI Guidelines, the three quality-
assurance axes above (A, B and C) are considered to correspond to the internal qualities listed 
in Section 1.7 (page 17) of the Guideline. Therefore, the technologies specifically listed in the 
QA4AI Guidelines correspond to the quality management method for each internal quality 
characteristic presented in Chapter 7 and give some insight to engineers who are responsible for 
realizing the quality with the complementary help of the two guidelines. Table 12 explains the 
specific relation between the items listed in the checklists for those three axes of the QA4AI 
Guidelines and the internal qualities listed in Section 1.7 of the Guideline. 

Although no clear quality management axis has been established in the Guideline for the 
quality assurance axes (D and E above), they can be realized through the application process 
envisioned in the Guideline (Section 5.1) and a business process with customers included 
therein. 

Consequently, the QA4AI Guidelines published by the Consortium are beneficial as a 
reference for engineers who actually create machine leaning based AI to find feasibility of 
technologies to improve and elaborate internal qualities of machine learning components. On 
the other hand, the Guideline intends to comprehensively analyze matters necessary for 
businesses that plan and develop overall systems containing machine leaning based AI to ensure 
qualities in use throughout the lifecycle process and list them as much as possible. Therefore, it 
is thought that these two guidelines complement each other. 

 
Table 12: Analysis of the relation with the QA4AI Guidelines (Version of August 2020) 

Internal quality 
characteristics in the 
Guideline 

Checklist in the QA4AI Guidelines 

A-1: Sufficiency of problem 
domain analysis 

2.2.1 Data integrity 
(b) Adequacy of training data (b.i) 
2.2.2 Model robustness 
(h) Diversity of validating data (h.i) 

A-2: Sufficiency of data 
design 

2.2.1 Data integrity 
(a) Sufficiency of the amount of training data (a.i) (a.ii) (a.iii) 
(b) Adequacy of training data (b.i)  
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B-1: Coverage of datasets 2.2.1 Data integrity 
(d) Impartiality of training data 
(f) Consideration of characteristics in data  

B-2: Uniformity of datasets 2.2.1 Data integrity 
(d) Impartiality of training data 

B-3: Adequacy of data 2.2.1 Data integrity 
(b) Adequacy of training data (b.ii) (b.iii) 
(c) Suitability of training data for requirements (c.ii) 
(e) Complexity of training data 
(g) Adequacy of value ranges in training data 

C-1: Correctness of trained 
models 

2.2.1 Data integrity 
(i) Adequacy of test data 
2.2.2 Model robustness 
(a) Sufficiency of model accuracy 
(b) Sufficiency of model generalization performance 
(c) Sufficiency of model evaluation 
(d) Adequacy of learning process 
(e) Adequacy of model structure 
2.2.3 System quality 
(a) Suitability of value provision by the system (a.ii) 

C-2: Stability of trained 
models 

2.2.2 Model Robustness 
(b) Sufficiency of model generalization performance 
(d) Adequacy of learning process 
(e) Adequacy of model structure 
(f) Adequacy of model testing 
(g) Model robustness 

D-1: Reliability of underlying 
software systems 

2.2.1 Data integrity 
(k) Adequacy of data processing programs 
2.2.2 Model robustness 
(k) Adequacy of model implementation in code 

E-1: Maintainability of 
qualities in operation 

2.2.1 Data integrity 
(j) Consideration of effects of online learning 
2.2.2 Model robustness 
(i) Sufficiency of testing after model updates 
(j) Consideration of model obsolescence 
2.2.3 System quality 
(i) Consideration of system quality degradation 

Items corresponding to 
external qualities 

2.2.3 System quality 
(a) Suitability of value provision by the system 
(c) Adequacy of units of system evaluation 
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(d) Mitigation of impacts due to accidents 
(e) Prevention of accident occurrence 
(f) Mitigation of AI influence  

11.2. Relations with international initiatives for quality of AI 

Currently, diverse international initiatives for quality of AI have been taken including those 
mentioned below. The Guideline adopts adaptable parts from these initiatives. Moreover, we will 
actively present outstanding knowledge acquired from the Guideline toward international 
standardization. 

11.2.1. Quality and safety 

An examination on quality and safety has started at ISO/IEC JTC 1/SC 42/WG 3. Gaps with 
existing standards for quality characteristics and quality assurance technologies of AI (ISO/IEC 
25000 (SQuaRE)[7][8], ISO/IEC/IEEE 29119-4 (testing technology)[11] and functional safety 
(IEC 61508[12], ISO 26262[9])) have been analyzed. In addition, discussions on topics such as 
data quality have started at SC42. 

In Europe, the European Commission published the European AI Policy Guidelines [27] in 
2018, including ensuring an appropriate ethical and legal framework, and established the AI-
HLEG (AI Expert Group) [29]; in 2019, the AI-HLEG published the European AI Ethics[30]. In 
2020, the European Commission published the European AI White Paper [28], which requires 
six requirements for AI systems in high-risk industrial domains and high-risk applications, 
including training data and accuracy. In April 2021, following a public consultation on the 
European AI White Paper, the European Commission published the European AI Bill [25], which 
requires eight requirements for data and accuracy. The content of the European AI legislation 
may change in the process of discussion in the European Parliament following the Commission's 
initiative. 

It is possible that the European AI Bill, the world's first legally binding AI hard law proposal, 
will ultimately establish the objectives or goals to be protected, where the Guideline can provide 
the technical means to achieve the goals in the future. The bill requires, in its data and data 
governance requirements, that high quality training, validation, and test data be used for 
development, and that the characteristics, properties, and elements of the geographic, 
behavioral, and functional use environments be considered. It suggests the importance of B-1: 
Coverage of datasets and B-2: Uniformity of datasets, corresponding in the Guideline. The bill 
also calls for accuracy, robustness and cybersecurity requirements to ensure consistent 
performance throughout the lifecycle, declared accuracy levels and standards, and cybersecurity 
against adversarial data. It also indicates the importance of C-1: Correctness of trained models 
and C-2: Stability of trained models in the Guideline. 
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11.2.2. Transparency 

In Europe, the European AI Ethics Guidelines and the European AI Bill have outlined 
requirements for transparency, which are expected to have an international impact, especially 
in EU member states. In April 2019, the AI-HLEG presented a checklist for ensuring transparency, 
which will be verified through actual demonstrations with companies, and in 2020 published a 
self-assessment list of trusted AI [31], including seven requirements for transparency and 
accountability. The European AI Bill requires transparency and provision of information to users, 
which means transparency of operation by design and development of transparent operation so 
that the user can understand and control the processing process. 

On the other hand, IEEE is currently examining IEEE P7001 (transparency of autonomous 
systems)[19] and it may have a certain level of influence over future standardization in terms of 
the definitions of terms and concept. The six transparency levels from 0 to 5 have been defined 
for the five types of stakeholders such as users, accident investigation committee, etc.. A higher 
number does not always mean that it is stricter. The certification of its compatibility is 
demonstrated through the pilot validation project called ECPAIS. 

ISO includes terms and concepts related to transparency in the document TR24028 [6] at 
WG3 (trustworthiness) of ISO/IEC JTC 1/SC 42. 

11.2.3. Fairness (bias) 

EU AI high-level expert group (AI-HLEG) compiles high-level principles for problems of ELSI 
of AI including bias. The European AI Bill calls for data and data governance requirements that 
datasets be relevant, representative, error-free, and have appropriate statistical properties, as 
well as monitoring, detection, and correction of bias. 

The above IEEE P7003 (algorithmic bias) [21] specifies a method to identify negative bias of 
both legally-prohibited discrimination based on race or gender and non-legal discrimination in 
the development of algorithms and keep bias within the acceptable range in the lifecycle from 
system planning to operation. A demonstration experiment of this method is under way in the 
pilot project (ECPAIS (Ethics Certification Program for Autonomous and Intelligent Systems)) to 
validate its conformity. 

ISO/IEC JTC 1/SC 42/WG 3 (trustworthiness) is also preparing documents such as TR 24028 
(Overview of trustworthiness in Artificial Intelligence)[6], TR 24027 (Bias in AI systems and AI 
aided decision making)[5]. 

11.2.4. Other quality aspects 

Privacy [20], nudging, and other issues are being considered in the IEEE P7000 series, and 
governance and other issues are being considered in ISO/IEC JTC1/SC42. The European AI bill 
requires a risk management system, technical documentation, record-keeping, and human 
oversight, in addition to the requirements already mentioned. In addition to the existing 
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requirements, the report also calls for a risk management system, technical documentation, 
record-keeping, and human oversight. 
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12. (informative) Analytical information 

This Chapter sorts out a process of analysis to draw out the characteristic axes of internal 
qualities listed mainly in Section 1.7 and Chapter 6 as reference information. 

The content of this Chapter is informative. 

12.1. Analysis of characteristic axes of internal qualities with respect to safety 

First, a quality deterioration mode was identified with regard to external quality axes of 
safety. This quality deterioration occurs when individual inference results of machine learning 
components to describe it in an extreme manner, vector values of neural-network results is not 
correct, favorable or desirable. Thus, we analyzed a possibility that a machine learning 
component gives undesirable answers based on a concept similar to Fault Tree Analysis (FTA) 
using an abstract and binary tree failure mode on the assumption of abstract machine learning 
components. The analysis results are shown in Figure 21. 

This analysis aims to comprehensively decompose the causes of failure modes. It should be 
noted that, when any misjudgment was made, it might be impossible to identify the cause 
without so-called oracle perspective. On the other hand, it is possible to reduce a possibility of 
all failure modes by taking measures for all causes of failure without oracle perspective. Of 
course, it is impossible to perfectly realize each paragraph. Moreover, errors included in training 
input data and various gaps such as mathematical issues in super-multidimensional space data 
are ignored intentionally in this analysis. However, if these items are focused on as a direction of 
the overall quality improvement process, it can make a sufficient contribution to the 
improvement of quality despite gaps. 
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Figure 21: Example of analysis of failure mode with respect to machine learning 

12.2. Analysis of quality management axes with respect to AI performance 

AI performance was analyzed in a similar way based on the internal quality management 
axes with respect to safety mentioned in the previous section. 

Strictly speaking, AI performance also deteriorates, when individual inference results of 
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machine learning components (to describe in an extreme manner, vector values of neural-network 
results) is not correct, favorable or desirable. A difference from risk avoidance is a difference in 
overall evaluation functions caused by different weighting of individual cases. Therefore, the 
same internal quality characteristic axes can be basically used as they are. 

However, risk avoidance focuses on sufficient assignment of training data as measures for 
each anticipated risk case and does not take into account the balance of overall training data 
intentionally. This is because sufficient learning cannot be achieved by uniformly sampling 
training data especially from serious risk cases, although their frequency of occurrence is very 
low. From the viewpoint of AI performance, however, it is widely known that this type of 
intentionally-biased reinforced learning data may cause deterioration of overall performance. 
That is why we added Uniformity of training datasets listed in 6.4 as an internal quality axis which 
mainly envisions AI performance. The results are nine internal characteristics listed in Chapter 
6. 
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13. (informative) Tables and figures 

The content of this Chapter is informative. 

13.1. Tables of relations between external quality characteristics and internal quality 

characteristics 

The numbers and symbols in the tables refer to the levels of check items listed in 
Requirements for quality levels of applicable sections. The symbol + means that additional 
examinations will be made in the future. The bolded items mean that they require special 
attention. 

 
AISL 0 0.1 0.2 1 2 3 4 
A-1 Sufficiency of problem domain analysis  1 2 3 + + + 
A-2 Sufficiency of data design  1 2 3 + + + 
B-1 Coverage of datasets  1 2 3 + + + 
B-2 Uniformity of datasets  S1 S2 S2 + + + 
B-3 Adequacy of data  1 2 3 + + + 
C-1 Correctness of trained models  1 2 3 + + + 
C-2 Stability of trained models  1 2 3 + + + 
D-1 Reliability of underlying software system  1 2 3 + + + 
E-1 Maintainability of qualities in operation  1 2 3 + + + 

 
AIPL/AIFL PL 0 PL 1 PL 2 FL 0 FL 1 FL 2 
A-1 Sufficiency of problem domain analysis  1 2  1 2 
A-2 Sufficiency of data design  1 2  1 2 
B-1 Coverage of datasets  1 2  1 2 
B-2 Uniformity of datasets  E1 E2  E2 E2 
B-3 Adequacy of data  1 2  1 2 
C-1 Correctness of trained models  1 2  1 2 
C-2 Stability of trained models  1 2  1 2 
D-1 Reliability of underlying software 
system 

 1 2  1 2 

E-1 Maintainability of qualities in operation  1 2  2 3 
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15. Changes 

15.1. The English version of the third edition (January 2023) 

- Changes introduced in the Japanese version of the third edition have been incorporated. 

- Section 7.6.1.7 has been reinstated together with three of the four bibliographic items, 
which had been added to the English version of the second edition but lost in the Japanese 
version of the third edition. 

15.2. The Japanese version of the third edition (August 2022) 

- The description of privacy as an external quality, including its analysis and handling 
methods, was considered and added. 

- Security was positioned as an external quality, and its relationship with existing 
characteristics was organized, and the descriptions in the second edition were expanded. 

- Reorganized the descriptions in the chapter on fairness. 

- Updated other descriptions. 

- Table numbers for Table 6 in Section 9.3 and all tables after that were corrected in Rev. 
3.1.1.0077 issued on September 2022. 

15.3. The English version of the second edition (Feb. 2022) 

- Section 7.6.1 has been reorganized and extended with a new section, Section 7.6.1.7. 

- Four new items have been added to the bibliography and cited in Section 7.6.1. 
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