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1 Introduction 
AI systems attracted much attention with their remarkably high performance in the 

last decade and have become expected to be deployed widely in a variety of sectors in 
society worldwide in coming years. Quality of such AI systems matters a lot because 
their expected uses often concern situations in which their inappropriate behavior may 
have serious consequences. 

Quality of AI systems, however, cannot be managed well with the conventional 
software quality management methods. To fulfill the need, the Machine Learning 
Quality Management Guideline (referred to as MLQM Guideline or Guideline) [1] 
developed by the Committee for Machine Learning Quality Management presents an 
approach suitable for quality management of AI systems. The Guideline shows 
viewpoints to set quality targets and key aspects in the AI lifecycle to operate to attain 
the targets. 

While the Guideline describes the general outline of the AI quality management 
approach, it does not provide details on how to implement the approach for specific AI 
systems despite that such details are essential for engineers who want to develop and 
maintain AI systems of high quality. This Reference Guide aims to remedy that 
shortcoming. 
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2 Purpose 
The purpose of this Reference Guide is to show examples of quality management 

using the Guideline, and, through such illustrations, to help AI system engineers 
understand how to use the Guideline. 

Here, the authors play the role of development entrustees also known as service 
developers. The Guideline is considered as a technical starting point for developing the 
service in question and will be followed from early development stages to ensure quality 
standards are maintained throughout the process. 

Following outcomes are expected to achieve by applying MLQM Guideline to the 
development process of an AI based product: 
• Clear expression of quality goals in business requirements 

• Well-defined standards for assessing qualities during AI product design, 

development, and operation 

• Identification of safety-critical scenarios in advance to reduce risks of accidents 

from possible erroneous behaviors of AI models 

• Better evaluation of end product’s quality and detection of deviations from 

expected quality 

• Comprehensible demonstration of the product’s quality, safety, and reliability for 

the final users 
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3 Approach 
To explain the usability of MLQM Guideline, five example AI systems from diverse 

domains are included in this document. The examples are: 
1. Object detection and scene classification for autonomous driving 

2. Visual inspection of metal casting 

3. Postal code recognition by digit classification 

4. Prediction of house prices 

5. Automated guided vehicles 
At this stage, AI systems developed in these examples are fictional and experimental; 

they are developed only to demonstrate application strategies of MLQM Guideline to 
evaluate and ensure quality for typical AI products. Among the three primary axes of 
external qualities identified by MLQM Guideline, each example may highlight one 
specific axis more exhaustively than others; but in real world, all these qualities must 
be properly evaluated according to the requirements. 

Each of the first four examples consists of two parts: 
I. Business requirements to meet 

II. Quality management steps following the Guideline 
In this version of the Guide, example 5 contains only part I. 

One point to note is that these examples are not created by a single person, rather 
they are a congregation of different ideas and opinions of many researchers and 
engineers. While developing these examples, two different perspectives are explored to 
benefit two important user groups of the Guideline. In the business requirement 
document (BRD) (see Appendix A) presented in part I, the authors played the role of 
service providing entities aka service providers who wish to develop an AI-based product 
for some specific service/application. Hypothetical BRDs are created here to lay out 
required specifications of the final product for the development team. 

The external qualities mentioned in MLQM Guideline can help service providers 
realize quality goals and quality in use. Therefore, at the end of each BRD, business 
requirements are expressed in terms of the Guideline’s external qualities to make them 
clear and comprehensive for the developers. This step also reflects how much deviation 
from the expected quality requirements is allowed in the final product. 

Next, the authors take the role of development entrustee also known as the service 
developer. Here, MLQM Guideline is considered as a technical starting point for 
developing the AI service in question. Accordingly, in part II, the authors follow MLQM 
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guidelines’ internal quality evaluation steps from early development stage to evaluate if 
quality standards according to the provided BRD are achieved throughout the process. 

Finally, the entire quality evaluation and management process should be recorded. 
This Reference Guide presents quality assessment sheets, which should facilitate the 
recording of the process. 
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4 The structure of the Reference Guide 
The rest of this guide is structured as follows. 
Chapter 5 gives a quick summary of the approach advocated by the Guideline. 
Chapter 6 presents the AI quality assessment sheets, explaining its role, composition 

and structure. 
Chapters 7 to 11 show examples of AI quality management following the Guideline. 

AI features handled in those chapters are as follows. 
• Autonomous driving in Chapter 7 
• Visual inspection of metal casting in Chapter 8 
• Postal code recognition in Chapter 9 
• House price prediction in Chapter 10 
• Automated guided vehicles in Chapter 11 

Those among the readers who are already familiar with the content of the Guideline 
could start reading one of the examples in Chapters 7 to 11 immediately. Those who are 
curious about the ideas and the approach advocated by the Guideline could find a 
summary in Chapter 5. Those who are practicing AI quality management may obtain 
good hints on how to plan, organize and record the practices in Chapter 6. 

This version of the Reference Guide has several limitations, which the readers are 
warned about. First, the descriptions of business requirements are often rather sketchy 
because they are for fictitious examples. At least their goals and the reason why they 
matter are explained. Second, efforts of quality management explained in this version 
do not quite attain the quality targets derived from the business requirements due to 
lack of sufficient amount of relevant data available to the authors. Third, risk 
assessment in the examples tends to focus only on safety, paying insufficient attention 
to other types of risks such as lack of fairness and loss of privacy. Other inappropriate 
descriptions are occasionally marked as such with footnotes. The authors hope, however, 
the examples should still serve the purpose of illustrating an outline of the practice. 
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5 An overview of the Guideline 
MLQM Guideline assumes that an AI system contains and uses one or more AI 

components, qualities in use of the AI system depend on external qualities of the AI 
components, and the external qualities are in turn realized by achieving and 
maintaining internal qualities of the AI components during their lifecycle. 

Based on the assumption, the Guideline advocates the following process to manage 
qualities of the AI system: 

1. Identify requirements on qualities in use of the AI system. 
2. Identify external quality requirements on AI components in the system. 
3. Determine the required levels of the external qualities. 
4. For each of the internal qualities, look up requirements corresponding to the 

required levels listed in the Guideline. 
5. Try to fulfill the requirements through iterations of measurements and 

improvements 
6. Record the process of attempting to fulfill the requirements together with its 

results. 
The second edition of the Guideline lists three external qualities and nine internal 

qualities. The external qualities are listed as follows. 
• Safety/risk avoidance 
• AI performance 
• Fairness. 

The internal qualities include the following. 
A-1 Sufficiency of problem domain analysis 
A-2 Coverage of distinguished problem cases 
B-1 Coverage of datasets 
B-2 Uniformity of datasets 
B-3 Adequacy of data 
C-1 Correctness of trained models 
C-2 Stability of trained models 
D-1 Reliability of underlying software systems 
E-1 Maintainability of quality in operation 
The Guideline also assumes that the development of an AI system requires an 

iterative process; requirements on qualities in use of the system and required levels of 
external qualities of the AI components tend to be determined and adjusted only 
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gradually through several trials. Each of such trials should exercises the above process 
advocated by the Guideline. 
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6 Quality assessment sheets 
In this chapter, we examine how MLQM Guideline can be used specifically as a 

reference guide in the development of AI-based systems and introduce a development 
process and a set of quality assessment sheets that were developed to support it. The 
process is built upon and extends concepts in functional safety development, but is 
designed to be fundamentally generic, i.e., to help manage the various qualities of AI-
based systems. 

6.1 Overview 

In preparing this chapter, we first examined the concept of development based on 
functional safety to ensure the "risk avoidance" of AI. In particular, we clarified the 
assumed use of the system and the functions required therein, designed the hardware 
and software of the control unit to reduce risks, and clarified the required specifications 
for the AI module. 

Next, in order to achieve the requirement specifications obtained from the results, 
we proposed a development process to realize an AI-based system based on the internal 
qualities specified in the Guideline. 

Moreover, we have developed quality assessment sheets to support and provide 
evidence for this in the actual promotion of the development process. 

6.2 The AI development process 

As shown in Figure 1, machine learning quality is understood in the guidelines to be 
divided into three categories. The first is the product qualities in use that the system as 
a whole is expected to satisfy at that time of use. The second is external quality, which 
is expected to be satisfied by machine-learned components of the system, and the third 
is internal quality, which is inherent to machine-learned components. The external 
quality is organized to be achieved at the required level through the improvement of the 
internal quality of the machine learning elements, and the product qualities in use of 
the final system is to be realized. This includes safety as well as other properties such as 
effectiveness, fairness, etc. 

In the case of AI-based systems covered in this chapter, such as robots, where safety 
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is ensured through control, the development of the system and the design of control 
devices must comply with functional safety standards such as IEC61508. However, since 
AI modules are a type of software or programmable element handled by functional safety, 
we examined the development process based on the concept of functional safety. 

In addition, in examining the development process, we extended the development 
process for functional safety as shown in Figure 2 by tying each development process to 
the internal qualities of machine learning (ML) elements based on the overall structure 
of quality realization of MLQM Guideline shown in Figure 1. Then, by practicing this 
development process, we aim to realize the internal qualities and finally quality in use 
(safety and risk avoidance) of the entire target product. 

Although Figure 2 shows workflow for functional safety and labels it as such, mostly 
similar flows may well be useful to ensure other qualities of AI-based systems, which 

Source: Machine Learning Quality Management Guideline 2nd Edition 

Figure 1. Overall structure of realization of product quality 
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need to be examined further and validated with additional experiments. 

Figure 2 show the development process proposed in this chapter. The order of 
development is not limited to the flow shown in Figure 2, and the input/output range of 
the iterative loops shown in the figure is an example and differs in each stage of 
development. For example, in the initial stage of Proof of Concept (PoC), when the target 
system is undecided and only the AI module is considered to verify the feasibility of its 
function, the development process may be conducted only on the right side of Figure 2. 

In each process, the following considerations are made. First, system requirements 
analysis is conducted to define the system requirements. Next, system risk assessment 
(RA) is conducted to identify the system risks and examine the risk reduction measures. 
Here, risk reduction measures are divided into three major categories. From left to right, 
there is maintenance planning to reduce risk through maintenance and operation, 
including after the development of the system, functional safety development to achieve 
risk avoidance in the development of hardware and software other than the AI module 
of the system, and AI module development including AI design that is unique to AI. The 
development of AI modules takes into account the agile elements inherent in AI. In the 
development of AI modules, AI requirement analysis is conducted first for the design of 
AI modules, followed by dataset design and collection and learning model development 
to examine the quality and quantity of datasets, and the learning model and its training 
method, respectively. The resulting datasets and models will be subjected to AI 
verification including PoC verification, and if the required functionality and performance 

Figure 2. Characteristic development of AI 
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cannot be achieved, the datasets and learning models will be iteratively reviewed to 
achieve functionality and performance. In the development of AI modules, the scope of 
process repetition will vary depending on the status of goal achievement in the initial 
PoC phase, product development phase, and maintenance and operation phase. 

After examining the above three risk reduction measures, the achievement of the 
initially assumed risk reduction for the entire system is confirmed in system verification. 
If the assumed risk reduction cannot be achieved here, the System RA is repeated until 
the risk becomes acceptable, and the risk reduction measures are re-examined. 

By following the development process described above, consistent development can 
be carried out from the upstream, and it becomes clear what needs to be done in each 
process to achieve the desired performance (quality in use: safety and risk avoidance). 
Moreover, there will be no omission of considerations, and development will be more 
consistent. 

The left part of the development process basically follows the conventional 
development process for functional safety, and the right half of the development process 
for AI-specific AI modules is added to it. As a result, it can be easily integrated with 
conventional system safety design, and even when AI modules are added to conventional 
equipment, conventional functional safety design concepts and development processes 
can be used without modification. Figure 2 also shows the mapping between the internal 
qualities listed in the Guideline, and each development process, indicating which 
internal quality should be considered in which process. However, the development flow 
is shown as a representative example, and a range of iterations other than those 
described can be assumed. 

6.3 The quality assessment sheets 

Along with the development of the process, the authors also developed quality 
assessment sheets to support the implementation of these processes. In these 
assessment sheets, a sheet has been prepared for each process. Each of these sheets 
enables evaluation of an internal quality from the Guideline corresponding to the process, 
and the internal quality can be automatically examined and evaluated as the items on 
the sheet are described. In this development process, the input and output of each 
process are defined as shown in Figure 3, and the output of the previous process becomes 
the input of the following process, making it a coherent process. In the sheets, the 
outputs are created from those inputs so that the correspondence of the descriptions 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

12 
 

between processes are traceable. 

The following sections describe the contents of each sheet. Since the contents and 
details that can be described in the sheet are considered to be different at each stage, 
such as the initial stage of PoC, the final stage of PoC/start of product development, the 
completion stage of product development, and the operation stage, the items that need 
to be described at each stage are indicated in different colors. As for functional safety 
development, there is no difference from the conventional development process for 
functional safety, so no new assessment sheet has been created. For this process, if 
necessary, we can divert what we are using for the conventional development process 
that does not use AI. 

6.3.1 System requirement analysis sheet 
Target process: System requirement analysis 
Input: Intended use, service requirements 
Output: System functions (use cases), performance, environmental conditions, usage 

restrictions, system configuration 
In the process of system requirements analysis, service requirements are extracted 

from use cases corresponding to usage scenarios such as purpose of use, usage method, 
environment, etc., and system specifications are determined. In the system requirements 

Figure 3. Input/output of each process 
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analysis form, the contents (use cases) and constraints related to the use in this process 
are written out and organized, and then incorporated into the system functions, 
performance, environmental conditions, and system configuration. 

Figure 4 is shown as an example of the format of the form, but as long as the 
requirements can be organized in the same way as in general requirements analysis, it 
is not limited to the format shown in this example in particular, and any format that is 
easy to organize can be used. 

Figure 4. System requirement analysis sheet 
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6.3.2 System risk assessment sheet 
Target Process: System risk assessment 
Input: System functions, performance, usage restrictions, system configuration 
Output: Risk estimation, risk reduction measures, safety requirement levels 

 

In the system RA process, the RA of the conceptually designed system is performed 
based on the system requirements analysis. This system risk assessment sheet identifies 
the risks of the system in this process, and determines the estimate, reduction method, 
and reduction target (safety requirement level) for each risk. 

The determined risk reduction measures will be passed on to subsequent processes 
from three perspectives, depending on the content: those related to AI modules, those 

【 Vertical axis 】
Risk extraction

【Horizontal axis】
Risk estimation Examination of risk reduction measures

Figure 5. System risk assessment sheet 

Figure 6. Example of a risk map 
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related to hardware and software design, and those related to maintenance and 
operation. The format of the sheet shown in Figure 5 is the same as that of a commonly 
used risk assessment sheet, and it records the extraction of risks, estimation of risks, 
and consideration of risk reduction measures. Risk estimation methods include, but are 
not limited to, the use of risk maps as shown in the example in Figure 6 and can be used 
as long as the policy is clearly stated and can be explained quantitatively to a third party. 

The difference is that AI-based risk reduction is added to the risk reduction measures, 
and AISL, which is the same as SIL in IEC61508 Functional Safety and PL (Performance 
level) in ISO13849-1, is specified as the required level of safety based on the Guideline. 

6.3.3 AI requirement analysis sheet 
Target process: AI requirement analysis 
Input: Risk estimation, risk reduction measures, safety requirement levels 
Output: Requirements for AI system specifications, datasets, and training models 
In the process of AI requirement analysis, requirement specifications for AI-based 

systems, datasets, and learning models are set for the risk reduction measures and 
safety requirement levels by AI assigned by the system RA. 

As for the format of the sheet, as shown in Figure 7, in addition to the general 
requirements analysis, requirements for AI-specific datasets and policies on learning 
models are required. The AI requirements analysis sheet selects the type of AI suitable 
for the purpose with respect to the AI module in the AI application system. In the case 
of supervised learning, it identifies the main attributes to be focused on as the 
characteristics of the learning target, and lists and clarifies the requirements for the 
dataset, learning model, and other hardware and software, along with their 
preconditions and reasons, to support the recording. Since it is expected that the range 
of possible descriptions will change during the development stage, the following 

【 Vertical axis 】
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system requirements and 
risk assessment
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Prerequisites, type, 
attributes, reason

Requirements 
for the ML model
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for the dataset

(Policy)
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(Other than dataset

and ML model)

Requirement level of 
AI external quality

Figure 7. AI requirement assessment sheet 
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guidelines should be used, for example. 
In the initial PoC stage, based on the system requirements, the basic roles expected 

of AI, prerequisites considered necessary (pre-processing, post-processing), learning 
methods (type of AI) that are candidates for application, policies for collecting and 
creating datasets used for learning, and input/output characteristics of the learning 
model are considered and described. 

In the final PoC phase/start of product development phase, in addition to the review 
of the studies in the initial PoC phase, the correspondence with the system RA results, 
findings from the PoC and past records, constraints, and accuracy requirements of the 
learning model will be described. 

If an organization establishes AI development standards and tailors them for the 
development project of the target AI-based system in the development planning stage, 
the scope of description rules for each development stage should be defined in the 
planning document, and the use of customized forms should be included in the scope of 
assumption. 

6.3.4 Dataset assessment sheet 
Target process: Dataset design and collection 
Input: AI system specifications, requirement specifications for datasets 
Output: Dataset configuration (attributes of the dataset, number of data per attribute) 

In the process of dataset design and collection, the attributes of the dataset and the 
quantity of data for each attribute are recorded against the AI usage system specification 
and the requirement specification for the dataset set by the AI requirement analysis. 

【 Vertical axis 】
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Data augmentation, annotation, 
fairness  method

Figure 8. Dataset assessment sheet 
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As shown in Figure 8, the dataset assessment sheet lists the attributes of the dataset 
and the initial data quantity for each attribute. Next, the dataset is validated according 
to the policies specified during the AI requirements analysis, and if necessary, the 
dataset is expanded, annotations are adjusted, and fairness is addressed. Then, we move 
on to the next AI verification (PoC) process to verify the AI functions and performance 
with the dataset. The results are written on the quality assessment sheet, and if the 
target functions and performance are not achieved, the results are used to increase or 
decrease the number of attributes, adjust the balance of the number of data for each 
attribute, check the adequacy of data, and conduct the verification again. This is 
repeated until the target is achieved. 

As shown in Figure 8, the format of the sheet is as follows: the attributes are listed 
on the vertical axis, and for each attribute, the number of data for each attribute and the 
verification results for that dataset are described on the horizontal axis. With regard to 
the internal quality of the Guideline, the vertical axis relates to the coverage of the 
dataset and the horizontal axis to the uniformity of the dataset, and these internal 
qualities will be adjusted while checking the contents of the dataset with this sheet. 

As shown in Figure 9, for adequacy of data, for data, the vertical axis describes the 
conditions for data acquisition, and the horizontal axis describes the data source 
(new/processed/appropriated), temporal validity, spatial validity, outlier removal, 
contamination possibility, contamination handling method, inspection method, 
confirmation results, and validation details such as judgment on whether the data can 
be used. For metadata such as labeling information, in addition to the same validation 
details as for data, it is also checked whether the labeling policy designed in the AI 
requirements analysis process is followed. 

6.3.5 ML model assessment sheet 
Target process: ML Model Development 

【 Vertical axis 】
Conditions for 
obtaining data

【Horizontal axis】
Adequacy of data

【Horizontal axis】
Adequacy of labeling (meta-data)

Figure 9. Adequacy of data 
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Input: System specification for AI use, requirement specification for training model 
Output: Setting up the learning model (including hyper-parameters and learning 

methods) 

In the process of ML model development, the hyper-parameters of the ML model and 
the learning method are recorded against the AI-based system specifications and 
requirements for the ML model set by the AI requirements analysis. Similar to the 
process of designing and collecting datasets, after recording the hyper-parameters and 
learning methods in the ML model assessment sheet, the AI functions and performance 
in the ML model will be verified.  Then, the results are recorded on the quality 
assessment sheets. If the target functions and performance are not achieved, the hyper-
parameters and learning method are adjusted based on the verification results, and the 
verification is repeated until the target is achieved. 

The format of the sheet is as follows: hyper-parameters are listed on the vertical axis, 
and the learning method and procedure, as well as the results of verification using the 
learning model, are described on the horizontal axis. If the learning model itself is to be 
changed, or if it is to be selected after comparing multiple machine learning models, 
sheets for the new learning model should be created and the contents of the new learning 
model should be entered, while leaving the results of the previous learning models study 
intact. 

6.3.6 Maintenance plan and results assessment sheet 
Target process: Maintenance plan 
Input: Risks related to maintenance and operation, risk reduction methods, and safety 

requirement levels 
Output: Maintenance (operation) plan and implementation results 

In the maintenance planning process, maintenance and operation plans are made 
and implemented according to the risks, risk reduction methods, and safety requirement 
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Figure 10. ML model assessment sheet 
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levels for maintenance and operation set by the system RA. When planning changes to 
AI module data sets and learning models, plan how to make changes in accordance with 
sequential learning and responses to environmental changes. Moreover, in addition to 
planned implementation, unplanned implementation should also be managed, and the 
results of changes should be recorded. 

The format of the form should be divided into two tables, one for planning and the 
other for change history. In planning, the plan for operation and maintenance should be 
recorded. In the plan, record the target of the change, purpose, conditions, means, 
confirmation method, and scope of influence of the change. For the actual results, the 
change history, including unplanned changes, should be recorded so that it can be 
understood, and the scope of influence of the change and the result of the change should 
also be described. Moreover, for any changes or adjustments to the dataset or learning 
model in conjunction with this performance, the status of the changes or adjustments is 
noted on the dataset assessment sheet and learning model assessment sheet so that we 
can confirm that there is no degradation. 

6.3.7 Functional safety development 
Target process: Functional safety development (Development of other hardware and 

software) 
Input: Risks related to system hardware and software, risk reduction measures, and 

safety requirement levels 
Output: Hardware and software for functional safety 

In the functional safety development process, hardware and software are developed 
for functional safety against the risks, risk reduction methods, and safety requirement 
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Figure 11. Maintenance plan and results assessment sheet 
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levels for the system hardware and software set by the system RA, and there is no 
difference from general functional safety development except for the processing 
performance of AI modules. For reference, Figure 12 shows the V-model development 
that is generally used in functional safety development. 

It should be noted that although the V-model shows the positioning and 
correspondence of each development process, it does not show the order of development 
(i.e., it includes not only the waterfall type but also the spiral type and other iterative 
types of development). The sheets used in this process can be the conventional documents 
used in functional safety development, such as the various design documents and test 
specifications/results shown in Figure 12, and no new sheets are created. 

V-model

V-model

(a) Hardware development 

(b) System and software development 

Figure 12. V-model development for functional safety 
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6.4 Examples of development process and assessment 

sheet applications 

The aforementioned quality assessment sheets were applied to various projects to 
demonstrate the development process and the quality assessment sheets that support it. 
In them, the sheets were used in each development process, as shown in Figure 13. 

In this section, we will focus on the process of dataset design and collection, which is 
a part unique to AI, and provide an example of the procedure for describing a dataset 
assessment sheet for the case of application to the development of an intelligent 
wheelchair. 

6.4.1 Details of AI to be applied 
In this application example, we show a partial demonstration of the application of 

safety control to the development of an autonomous wheelchair-type robot (intelligent 
wheelchair: when not carrying a person, it functions as an autonomous mobile transport 
vehicle) that has image recognition functions using image sensors and AI, recognizes 

AIST testbed

Confusion
matrix

AI evaluation system
package

Accuracy 
for each 
attribute

Correlation 
between 

attributes

Testbed

Development Process and 
Quality Assessment Sheet

Figure 13. Development process and supporting quality assessment sheets 
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people around it, and avoids collisions. Figure 14 shows the appearance of the intelligent 
wheelchair to which it was applied. 

An intelligent wheelchair shall use existing AI datasets and training models for 

human detection, as shown in Table 1. 
Table 1. Configuring AI in an Intelligent Wheelchair 

Item Content 

Dataset COCO dataset (2014) 

ML model YOLOv3 （Darknet 53） 
Trained machine learning model（yolov3.weight） 

The COCO dataset used as a dataset contains image data and its metadata, which is 
labeling information (indicating the type of object in the image and the 2D position of 
the bounding box, which is a frame indicating the target region in the image). The 
architecture of the learning model, YOLOv3, has the ability to detect objects in 80 
different categories (classes), and the "human" detected by the intelligent wheelchair is 
one of the objects to be detected. In the intelligent wheelchair of this chapter, the pre-
trained machine learning models pre-trained by these datasets and learning model 
architectures were used for actual human detection, and the datasets and learning 
models were built with these initial values. 

6.4.2 System requirement analysis 
In this section, we proceed to apply the focus on the data set, and first analyze the 

requirements of the whole system using the system requirements analysis form shown 
in Figure 4. The functional requirements of the intelligent wheelchair system and the 
non-functional requirements, namely performance and environmental conditions, are 
described. In particular, environmental conditions such as the movement of the robot 

Figure 14. Targeted intelligent wheelchair (2019 prototype) 
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itself, brightness, etc., which affect the acquisition of the camera image that serves as 
the decision data for recognition, as well as the characteristics of obstacles and people 
that may appear in the image, should be clarified here. The analysis also mentions the 
operation of the system, which is also related to the distribution of risks, to visualize the 
requirements for AI in the end. This analysis identifies the technical points that should 
be considered in systemizing not only the AI designers and developers, but also the 
system designers and other technical personnel, in response to the demands and scenes 
on the user side. By conducting the analysis and system conceptual design with these 
perspectives in mind, it is possible to smoothly transition to the subsequent processes. 

Since what is shown in this section is an example of a quality assessment sheet, the 
scope is limited to scenarios of scenes narrowed down from commonly used use cases. 

6.4.3 System risk assessment 
In this process, risks are extracted and methods to deal with the risks are examined 

for the system envisioned based on the system requirements analysis, using the system 
risk assessment form shown in Figure 5. The details are omitted here because the same 
considerations are made as in general risk assessment, but the point is that the risks to 
be addressed by AI and their levels need to be fully considered. Risk reduction measures 
should not be assigned to AI without sufficient consideration, and risk reduction should 
be carried out appropriately, such as from inherently safe design to safety design by 
control, in accordance with the three-step method that is the basis of safety design 
described in ISO/IEC Guide 51 and ISO 12100. Moreover, we limit the risk reduction to 
what only AI can do so that the risk that AI takes at the end of the design is reduced to 
an acceptable level. This is because risk avoidance by AI is not yet at a reliable level with 
the current technology, and the maximum level is AISL 0.2, which is lower than SIL 1 of 
actual functional safety. 

As in the case of system requirements analysis, this risk assessment is also conducted 
by limiting the target to a narrowly selected scene/scenario. 

6.4.4 AI requirement assessment 
Based on the results of the system risk assessment, we analyzed the requirements 

for AI with regard to the content of risk reduction measures for AI using the AI 
requirements analysis sheet shown in Figure 7. In this section, we clarify the "attributes" 
that should be recognized by AI, and classify "person" and other objects to be recognized 
from the acquired images. First of all, we identify the objects to be recognized and the 
related attributes to the objects based on the contents of the requirements, which are 
linked to the scenes in the system requirements analysis. Then, while considering the 
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impact of those attributes on risk, we examine, narrow down, or further classify them to 
be adopted as AI attributes. The point here is to identify as many attributes as possible, 
so that if they are not candidates at first, but are not well recognized during the actual 
development, those items can be reconsidered as attributes. 

In AI requirements analysis, data collection and design policies and priorities are 
first determined for the attributes of the data to be extracted, and then the details of the 
internal quality of the data are confirmed in the subsequent dataset assessment. 

6.4.5 Dataset design and collection 
In the process of dataset design and collection, datasets were designed and collected 

using the dataset assessment form shown in Figure 8 based on the attributes extracted 
in the AI requirement analysis. However, since this chapter uses a dataset that has 
already been given, the dataset "COCO dataset (2014)" was analyzed using the 
attributes extracted in the AI requirement analysis. 

In this section, we first analyzed the dataset by filling in the attribute values as 
shown in Figure 15 based on the results of AI requirement analysis for attributes. Figure 
16 is a partial example of that analysis, showing the number of data for each attribute 
(category) in descending order for 82081 training data in the COCO dataset, the number 
of data for attribute values (eg. brightness) within each attribute (Figure 16 (a)), and the 
relative distribution of attribute values within attributes in that attribute order (Figure 
16 (b)). 

Figure 15. Examples of data attributes and attribute values in datasets 
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However, the small attribute shown in Figure 15 is an example of the viewpoint of 
attributes when classifying the middle attribute hierarchically, and the small attribute 
also changes according to the middle attribute. For example, when the middle attribute 
is "person", "age", "posture", and "body part" are considered as a kind in addition to 
"brightness" as a small attribute. When the middle attribute is "bicycle", "shape" and 
"color" are considered as small attributes. 

An important part of this process is to consider the attributes from various viewpoints 
through the use of the quality assessment sheet, to identify the characteristics of the 
dataset needed for the purpose, and to consider the selection of these characteristics. In 
addition, by recording the results of the examination, two internal qualities (i.e., 
Coverage of dataset in terms of whether there are any data omissions for attributes, and 
Uniformity of dataset in terms of checking the balance of data distribution) can be 
quantitatively visualized and used as material for evidence. 

Furthermore, the results can be used for subsequent quality improvement activities, 
such as analysis of defects and identification of points for improvement, in comparison 
with the results of repeated tests. 

On the other hand, by confirming the internal quality Adequacy of data regarding 

V-axis：
Attribute

100%

(a) Absolute data amount (b) Relative data amount ratio 

Figure 16. Distribution of data amount of attribute value (brightness)  
for each attribute (object) of training data (COCO datasets for YOLOv3) 
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the data, it is also possible to reduce the risk of labeling errors and other defects that 
appear when validating machine learning models during data design and collection. 

6.5 Summary 

In this Chapter, we have introduced the development process we have examined for 
AI quality management and the use of quality assessment sheets developed to support 
the promotion of the development process. As for the sheets, the formats illustrated in 
this chapter should not be considered as fixed but will be updated in the future through 
the reflection of knowledge and new technologies. 
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7 Autonomous driving vehicle 
AI module for object detection and scene classification for autonomous driving vehicle. 

7.1  Overview 

An AI product/service development team has received some business requirements 
for building an AI module for autonomous driving cars from a certain car manufacturing 
company. The business requirement document (BRD) received by the development team 
is presented in Section 7.2. Next, in Section 7.3, first a preliminary analysis of the 
problem based on the received BRD is done. Next, a Proof-Of-Concept phase is performed 
before planning the prototype development stage. Finally, it is demonstrated how MLQM 
Guideline’s internal quality characteristics can be explored to evaluate the quality of the 
product throughout the process. 

Section 7.2 presents a hypothetical BRD to exemplify how to incorporate MLQM 
Guideline while preparing BRDs or similar documents and how the incorporation can 
benefit the overall process. 

The following sections discuss the entire development process of the product/service 
with a special focus on evaluating quality standards in each phase. These sections are 
the key for understanding how to implement MLQM Guideline for evaluation and 
management of quality characteristics from planning through development. 

• Section 7.3 translates the BRD presented in the preceding section and identifies 
key technical specifications of the product from the developers’ perspective. It 
includes safety and performance related specifications. 

• Section 7.4 describes the Proof-of-Concept phase. It includes initial investigation 
of the existing datasets and approaches for solving the tasks. Preliminary 
analysis of data and preliminary training results are discussed preceding 
insights gained from the PoC phase. 

• Section 7.5 explores and discusses development stage along with evaluation of 
internal quality characteristic axes mentioned in MLQM Guideline. 

• Section 7.6 presents a glossary for this example. 
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7.2 Business requirements 

7.2.1 Product name 
AI module assigned for performing scene classification and object detection to be used 
for an autonomous driving vehicle. 

7.2.2 Use cases 
The AI module is expected to be used for the following cases1: 
(a) Case 1: Identification and localization of regularly encountered objects in driving 

scenarios, 
(b) Case 2: Recognition of standard environmental conditions (i.e., weather, road 

type, traffic signal etc.) for a semi-autonomous vehicle 

7.2.3 Background 
An automotive manufacturing company wants to incorporate some features of 

autonomous driving in one of its vehicles. The vehicle will have a monocular camera 
attached to the front which captures continuous video footage of the surrounding 
environment. Upon receiving extracted frames from the video stream, an AI module is 
expected to identify and localize objects that are frequently encountered in driving 
scenarios. The module should also assess environmental conditions related to weather, 
traffic, and road conditions. 

According to SAE (Society of Automotive Engineers) International J3016 “Levels of 
Driving Automation” standard, the target level of automation SAE level 1. This implies 
the autonomous vehicle will provide driving assistance for adaptive cruise control 
feature: steering the vehicle keeping it at a safe distance from the next car but human 
monitoring is present. 

At this stage, the AI module will only be used to improve the driving experience for 
the driver. If the identified combination of environmental conditions matches with some 
pre-defined safety-critical scenario (i.e., traffic signal is green but pedestrian on zebra-
crossing), an alarm system will provide warnings and the driver will act accordingly to 
avoid accidents. 

The manufacturer agreed to see first what can be achieved in developing the AI using 
publicly available videos. 

 
1 Ideally a use case should show not just the system’s purpose but also its input, 
processing, and output to clarify how it interacts with the target. 
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7.2.4 Purpose/objectives 
Improving driving experience by constantly supervising driving scenarios. 
Reducing the possibility of accidents by raising alarms in safety-critical scenarios. 
Initializing autonomous driving features in regular vehicles as a first step towards 

full automation. 

7.2.5 Stakeholders of the product 
Stakeholders of the product (considered for this Guide) are: 
• Car manufacturers 
• Customers (drivers/public transport operators/private vehicle owners) 

7.2.6 Initial demands of the stakeholders 
• Car manufacturers and customers demand that safety of the users and the 

vehicles should be the highest priority while developing this module. 
• Car manufacturers expressed that they want to deploy such a module that will 

be compatible with the current hardware requirements. 
• Along with safety, customers want the AI module interface to be user-friendly 

and wish to receive maximum functionality at both lower and higher speed limits. 
• The highest concern for this product is the safety of the users and the vehicles. 

The AI module should be able to effectively identify safety-critical incidents in 
real time and can assist in avoiding life-threatening situations. 

• It is recommended that the module should be able to identify objects in regular 
environments (i.e., sunny, and clear weather) as well as in less encountered 
environments (i.e., rainy, or snowy weather). If the module fails to provide 
similar performance in less encountered driving situations, it may be prone to 
more accidents. 

7.2.7 Details of the business requirements 
Business requirements for the product to be developed are discussed in detail below: 

Functional requirements 

Functional requirements of the final AI module are given below: 
• It will identify the current driving scenario with features including (but not 

limited to) weather conditions, road conditions etc. 
• It will detect regularly encountered objects in driving situations including (but 

not limited to) human/pedestrians, cars, traffic lights, traffic signs, buses, bikes 
etc. in all possible climate conditions, traffic and road conditions, time zones and 
lighting conditions. 
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Additional information: The level of automation for the entire vehicle will be SAE 
level 1 [2] (Figure 17). The AI module’s object detection and scene classification features 
will be used by the vehicle to check if the driving scenario is safe enough for adaptive 
cruise control or to check occurrence of safety-critical scenarios that needs driver’s 
immediate attention. 

Non-functional requirements 

Non-functional requirements of the AI model are given below: 
• The AI module should maintain the required level of accuracy with a minimum 

performance speed in terms of FPS. 
• The AI module should be most calibrated with the traffic rules and conditions of 

US urban & suburban areas where the autonomous vehicles will operate. 
• AI module will be able to operate well at least at a relatively lower speed range. 
• The object detection and scene classification features should be robust also in 

rare driving scenarios. 
• The AI module should be user-friendly with a straightforward interface. 

Assumptions 

• Examples of a large variety of possible combinations of driving scenarios, 
weather and road conditions are present in the publicly available driving videos 

Figure 17. SAE levels of driving automation 
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• Lighting condition is appropriate enough to recognize all objects present in the 
images by humans. 

• Possible accident-prone/safety-critical scenarios where the AI module is 
supposed to raise warning are present in the publicly available driving videos. 

Dependencies 

• During operation: A monocular camera will capture continuous video of 
surrounding environment and another system will simultaneously extract 
frames from the video and send them to the AI module as input images. 
Malfunction of these systems will result in failure of the AI module. Accurate 
synchronization of these systems must be checked and maintained regularly. 
The camera is installed inside the vehicle so that it would not be smudged with 
dirt or dew easily, and its sight must be kept clear by regular maintenance. 

Constraints 

• Images collected from the publicly available video driving datasets must be the 
primary source for building the AI module. 

Out-of-scope issues 

• Functionality: The functions of this AI module are only limited to object 
detection and scene classification. Other autonomous features like alert raising 
in safety-critical scenarios or adaptive cruise control in safe scenario will be 
handled by other individual modules of the vehicle. Those modules will only 
receive output about the surrounding environment from the AI module to be 
developed. 

• Driving area/location: The AI module will be trained using driving footage of 
specific areas as mentioned previously. Traffic rules and driving conditions might 
be different around the world. Conditions in wild areas without road such as 
mountains and sea shore are completely different. Areas where traffic rules and 
driving conditions are significantly different than the areas mentioned will be 
considered out of scope for the AI module. Before deployment of vehicles with 
this AI module to any other area, retraining the module for proper calibration is 
recommended. 

• Chronological changes: Traffic rules and driving conditions may change a lot 
over years or decades. This AI module is not supposed to be used after traffic 
rules and driving conditions change significantly from the driving footage used 
to train it. 

• Speed limit: At higher speeds, performance of the module may degrade. So, 
vehicles moving at higher speed are not recommended to use the module for 
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assistance purposes2. 

Risk and safety related concerns 

• In case of failure of the AI product, there are risks of human-life threatening 
incidents and/or economic loss causing incidents. Precautions and measures 
should be taken throughout the development process to mitigate such risks. For 
example, low visibility in some conditions (i.e., rainy/foggy weather) may 
adversely affect the performance of the AI models and cause failure of the 
module. Identifying and minimizing such risks should be a priority in the 
development process. 

• Safety of human life (both drivers and pedestrians) should be prioritized most in 
all driving conditions over destruction of property (both the vehicle and 
surrounding environment) and economic loss. However, unreasonable collisions 
should be monitored and must be avoided. 

7.2.8 Requirements concerning external qualities 
The expected level of quality requirements in terms of three major external qualities for 
the AI software to be developed are given below: 

Safety 

• According to ASIL (Automotive Safety Integrity Level), the preferred level of 
safety for the AI module is ASIL D3. ASIL D represents potential for severely 
life-threatening or fatal injury in the event of a malfunction and requires the 
highest level of assurance that the dependent safety goals are sufficient and have 
been achieved. 

Note: In terms of Severity, Exposure and Controllability, ASIL D is defined as an 
event having reasonable possibility of causing a life-threatening (survival uncertain) or 
fatal injury, with the injury being physically possible in most operating conditions, and 
with little chance the driver can do something to prevent the injury. That is, ASIL D is 
the combination of Severity Level 3 (S3: Life-threatening (survival uncertain) to fatal 
injuries), Exposure level 4 (E4: High probability-injury could happen under most 
operating conditions), and Control level 3 (C3: Difficult to control or uncontrollable) 

 
2 In a real business situation, such a use should be clearly banned instead of just not 
being recommended. It does not, however, belong to constraints shown here, which 
limit actions of the developer, not the system’s usage. 
3 The safety level the AI module must attain is much lower than ASIL D because such 
high level of safety cannot be achieved by the AI module discussed here alone and must 
be ensured by components other than the module. 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

33 
 

Performance 

• The final AI system should satisfy agreed upon thresholds of the KPI measures 
by the stakeholders and the developers. Any deviation should be reported and 
explained thoroughly. 

• Balance in accuracy, precision and robustness to special scenarios is expected. 
AI models that are highly accurate in general driving cases but have poor 
robustness to less encountered, accident-prone driving scenarios are discouraged. 

• The product must satisfy the expected level of performance for pre-identified 
safety-critical scenarios. 

Fairness 

• There are no identifiable requirements for fairness of the product or service4. 

7.2.9 Defining the levels of external quality 
The identified levels of external qualities to be ensured in the final product using MLQM 
Guideline are the following: 

Table 2. The levels of external qualities to be realized. 
External 
Quality 

Additional 
specification 

Assumed severity Realized 
level  

Safety5 AI Safety Level for 
human-related 
risks 

Severe injury; possible to avoid 
through monitoring by humans 

AISL 4 

AI Safety Level for 
economic risks 

Considerable; possible to avoid 
through monitoring by humans 

AISL 4 
 

Performance AI Performance 
Level in general 

KPIs (Key Performance Indicator) 
will be identified beforehand but 
thresholds for each KPI may deviate 
slightly based on other factors and 
best efforts will be provided 

AIPL 2 

AI Performance 
Level in pre-
identified safety-

Required thresholds for the KPIs 
must be achieved and must not 
deviate from the reported values 

AIPL 2 

 
4 Indeed, fairness of this product matters. Object detection accuracy must not depend 
on the target person’s age, sex, race, nor whether in a wheelchair or with prostheses. 
See, however, Section 1.5.3 of the Guideline for whether that should be a fairness 
requirement. 
5 It is more appropriate to set AISL as less than 1 because the safety level to be 
achieved by the AI module is low (see footnote 3). 
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critical scenarios 
Fairness AI Fairness Level in 

general 
No identifiable requirements for 
fairness of the product or service. 

AIFL 0 
 

7.2.10 Conclusion 
In this section, a hypothetical business requirement document is presented for an AI 

based product that will perform object detection and scene classification for a car and is 
expected to achieve some preliminary level of automation. 

After setting the requirements, it is also demonstrated how MLQM Guideline can be 
incorporated in typical business requirement documents. We expect it will assist AI 
service providing entities to express their expected quality goals more explicitly. 

7.3 Preliminary analysis of the problem 

This section describes important specifications derived after analyzing the functional 
and nonfunctional requirements of the AI solution. 

7.3.1 Technical specifications 
• The final product will consist of two separate machine learning (ML) models. 
• Type of learning for the models will be supervised learning. 
• The tasks performed by the ML models are scene understanding/scene 

classification and object detection from images. 
• Both the classification model and the object detection model will be sharing the 

same dataset. 
• Since the two modules have specific responsibilities, it must be confirmed that 

the defined quality standards satisfy requirements related to both tasks. 
• The final product is expected to correctly recognize objects regularly encountered 

in autonomous driving scenarios in all possible climate conditions, traffic and 
road conditions, time zones and lighting conditions. 

• Contender models can include (but not limited to) the following architectures: 
Task 1: Object detection 

 YOLOv3 [3] 
 YOLOv3 + ASFF [4] 
 YOLOv4 [5] 
 YOLOv5 [6] 
 Faster R-CNN [7] 
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 M2Det [8] 
 EfficientDet-D2 [9] 
 MobileNetv1 [10] 
 MobileNetv2 [11] 

Task 2: Scene classification 
 VGG19 [12] 
 ResNet50 [13] 
 InceptionV3 [14] [15] 

Publicly available datasets for autonomous driving tasks (i.e., BDD100, NuScenes, 
KITTY etc.) will be surveyed and one or combined datasets will be chosen according to 
suitability. 

7.3.2 Safety specifications 
According to Automotive Safety Integrity Levels (ASIL) [15], ASIL D is required safety 
level of the final product. ASIL D is the combination of S3, E4, and C3 where: 

• Severity Classifications (S): 
o S0 No Injuries 
o S1 Light to moderate injuries 
o S2 Severe to life-threatening (survival probable) injuries 
o S3 Life-threatening (survival uncertain) to fatal injuries 

• Exposure Classifications (E): 
o E0 Incredibly unlikely 
o E1 Very low probability (injury could happen only in rare operating 

conditions) 
o E2 Low probability 
o E3 Medium probability 
o E4 High probability (injury could happen under most operating conditions) 

• Controllability Classifications (C): 
o C0 Controllable in general 
o C1 Simply controllable 
o C2 Normally controllable (most drivers could act to prevent injury) 
o C3 Difficult to control or uncontrollable 

In the BRD, along with ASIL quality standards, corresponding quality levels 
according to MLQM Guideline are also reported. As per requirement, AISL 4 will be 
considered as the required level of safety. In addition to these, AIPL (AI performance 
level) and AIFL (AI fairness level) are chosen to be AIPL2 and AIFL0 respectively. 
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7.3.3 KPI specifications 
Key Performance Indicator (KPI) quantifies the attainment level of functional 

requirements to be attained by output from machine learning components through 
machine learning based systems. For the two major ML models involved in this examples, 
initial KPI specifications are given below: 

Object detection task 

Object detection algorithms are usually evaluated based on metrics such as the mean 
average precision (mAP) and the F1-score. Regarding the detection ability of an AI model, 
mAP is considered as the suitable candidate since it is defined as the area under the 
precision-recall curve computed for a certain intersection over union (IoU) threshold. In 
other words, mAP involves precision, recall, and IoU, which makes it an attractive choice 
regarding a measure of the detection strength of a given model. 

Scene classification task 

Classification models are usually evaluated based on metrics such as confusion 
matrix, accuracy, precision, recall, specificity, F1 score. Accuracy should be considered as 
the KPI when attribute values for a certain feature/attribute are well-balanced. For 
unbalanced classes, precision, recall or F1 score should be considered to evaluate model’s 
performance. In case of AI application for autonomous vehicles where safety-critical 
cases should be a prime concern, use of precision and recall can give us more detail 
information about the model’s performance in high-risk cases with respect to false 
positives and false negatives. So, F1 score is also considered as KPI where class labels 
are not well-balanced and while dealing with high-risk cases. 

7.4 Proof of Concept (PoC) phase 

7.4.1 Initial investigation of existing datasets 
For the creation of AI models for the classification task and object detection task 

explained above, diverse datasets have been considered. There are a lot of datasets 
related to autonomous driving that are publicly available, but among those, following 
datasets are used in primary investigation: 

Table 3. Autonomous Driving Dataset Comparison 

Dataset # Labels # Images has 
weather has time of day 

3d 
bounding 

box 

2d 
bounding 

box 
BDD100k  10  100000  Yes Yes No Yes 
CityScapes  30  5000  No No No Yes 
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Kitti  14  14999  No No No Yes 
Semantic Kitti  28  14999  No No No No 

Audi A2D2 (segmentic 
segmentation)  

38  41280  No Yes 
(timestamp) 

Yes Yes 

Audi A2D2 (bounding boxes)  14  12499  No Yes 
(timestamp) 

Yes Yes 

PandaSet  28  48000  No Yes 
(timestamp) 

Yes Yes 

NuScenes  23  1400000  No Yes 
(timestamp) 

Yes No 

Apolloscape  25  146997  No Yes 
(timestamp) 

Yes No 

Canadian Adverse Driving 
Conditions Dataset  

10  56000  No Yes 
(timestamp) 

Yes No 

Waymo Open Dataset  4  200000  No No Yes Yes 
Lyft Perception Dataset  23  450000  No Yes 

(timestamp) 
Yes No 

Oxford Robotcar Dataset  -  20000000  Yes Yes No No 

 As per the given requirement of final product, the scene classification model should 
be able to detect weather from the input images. Only BDD100k and Oxford Robotcar 
Dataset accomplish these requisites. However, Oxford Robotcar Dataset does not include 
2D bounding box labeling in their images, which is a requirement for the object detection 
task. Since both scene classification and object detection model will be sharing the same 
dataset, the best suitable dataset for the product seems to be BDD100k [16] with its 
GitHub repository [17]. 

7.4.2 Introduction of the chosen dataset 
The chosen dataset is known as BDD100K dataset which is a large-scale video 

dataset. The original dataset contains annotations of images for various purposes such 
as road object detection, lane marking, drivable area, etc. BDD100k has 100,000 of 
images in total. The official dataset has 3 splits for training, testing and validation using 
70%, 20% and 10% of the dataset respectively. The default splitting given by the dataset 
authors will be used initially. Following information are collected from an initial 
investigation of the dataset: 
(a) General Information: 

• Given attributes and attributes values for classification task: 
o Weather: rainy, snowy, clear, overcast, partly cloudy, foggy, undefined 
o Scene: tunnel, residential, parking lot, city street, gas stations, highway, 

undefined 
o Time of day: daytime, night, dawn/dusk, undefined 

• This dataset has 10 labels to identify objects: Bus, Light, Sign, Person, Bike, 
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truck, Motor, Car, Rider, Train6 
• Additional information on: Occlusion, Truncation, Traffic light color, Lane 

direction, Lane style and Lane type7 
(b) Information of training set: 

• Number of total images: 70,000 
• Number of images with information in .json file: 69,863 
• Number of attributes: 3 (weather, scene, time of day) 
• Number of categories in each attribute: (excluding undefined) 

o weather: 6 
o scene: 6 
o time of day: 3 

(c) Information of validation set: 
• Number of total images: 10,000 
• Number of images with information in .json file: 10,000 
• Number of attributes: 3 (weather, scene, time of day) 
• Number of categories in each attribute: (excluding undefined) 

o weather: 6 
o scene: 6 
o time of day: 3 

(d) Additional information: 
• Occluded: True, False 
• Truncated: True, False 
• Lane direction: Parallel, Vertical 
• Lane style: Solid, Dashed 
• Lane types: Crosswalk, Double other, Double white, Double yellow, Road curb, 

Single other, Single white, Single yellow8 
• Traffic light color: Red, Green, Yellow, None 
• Area type: Alternative, Direct 

7.4.3 Distribution of data 
Basic distribution analysis for the chosen dataset is given below: 

 
6 Due to this limited variety of labels, the trained model will not be able to detect 
objects accidentally lying on the road and will not achieve its safety goal. 
7 Similarly, the lack of uphill and downhill, which significantly constraint the camera 
view, will result in severe hinderance to achieving it safety goal. 
8 This list shows just lane markings and ignores other road markings such as hatched, 
which hinders the trained model to achieve its safety goal. 
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Classification task 

For the classification task using BDD100k, the distribution of the attribute values of 
Scene, weather and time of day is given below. 
Training dataset statistics 

• Percentage of defined information in each attribute: 
o weather: 61774/69863 (88.42%) 
o scene: 69502/69863 (99.48%) 
o time of day: 69726/69863 (99.8%) 

• Number of images having at least one attribute as 'undefined': 8389 
Table 4. Training Dataset Statistics for BDD 100k Classification Task 

 

Validation dataset statistics 
• Percentage of defined information in each attribute: 

o weather: 8843/10000 (88.43%) 
o scene: 9947/10000 (99.48%) 
o time of day: 9965/10000 (99.8%) 

• Number of images having at least one attribute as 'undefined': 1199 
Table 5. Validation Dataset Statistics for BDD 100k Classification Task 
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It is evident from Table 4 and Table 5 that there are some attribute values that 
appear more often than others, such as, daytime for time of day and clear for weather. 
Also, there are attribute values that does not appear often in the dataset, such as tunnel 
for scene. Such attribute values may need a treatment if the number of images is needed 
to be increased. 

Object detection task 

This dataset has 100,000 images with the 10 labels: Train, Motor, Rider, Bike, Bus, 
Truck, Person, Light, Sign and Car. Table 6 and Figure 18 shows how many times each 
label appears in the whole dataset. 
 

Table 6. Count of Appearances for Each Object in Training and Validation Images 
Label Training Validation Label Training Validation 
train 136 15 truck 29971 4245 
motor 3002 452 person 91349 13262 
rider 4517 649 traffic light 186117 26885 
bike 7210 1007 traffic sign 239686 34908 
bus 11672 1597 car 713211 102506 
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It is evident that BDD100k has a lot of car instances in comparison with other labels. 
This lack of uniformity9 in the dataset is encountered as a problem while training the 
detection models. The main issue was that the detection models were overfitted for the 
car instances and could not recognize properly the other labels. Different solutions were 
created to solve this issue and will be explained in the upcoming sections. 

7.4.4  Preliminary training of contender models 
The goal of PoC phase is not improving performance, rather it is to check if available 

data can be directly used in the contender models. The following preprocessing step was 
taken: 

• Images are auto resized to fit by corresponding networks, otherwise no resizing 
was done. 

• Bounding box(bb) annotations for BDD100k were originally in the following 
format: x and y co-ordinates of the top left and x and y co-ordinates of the bottom 
right edge of the rectangle. This format was changed to COCO bb annotation 
format: (x-top left, y-top left, width, height) 

After training and validating the model on the entire BDD100k dataset, object 
detection accuracy has been measured by the overall mAP on the validation dataset. The 
classification models have been trained using randomly selected 20k images from the 
BDD100k training dataset for faster training and performance has been evaluated on 
the validation set based on classification accuracy. In the actual development, entire 

 
9 In the Guideline, uniformity of datasets means the distribution of a dataset matches 
the real-world distribution. The author of this chapter, however, uses uniformity to 
mean small variation in data amount across labels. 

Figure 18. Distribution of Appearances for Each Object in 
Training and Validation Images 
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dataset can be used. The model proceeds to the development phase for further evaluation 
and analysis only if the accuracy meets or exceeds the threshold set by the implementing 
party. The PoC phase will be conducted using the original dataset in hand and pretrained 
weights for the available state of the art models. 

Validation results of classification task 

Results shown in Table 7 were obtained from the trained classification models 
evaluated on the validation dataset with 10k examples: 

Table 7. Performance of Classification Models on Validation Set in PoC Phase 
 Weather Scene Time of day 
VGG19 63.34 67.64 91.44 
ResNet50 65.35 67.97 91.16 
Inceptionv3 71.40 69.86 91.23 

Validation results of object detection task 

Results shown in Table 8 were obtained from the trained object detection models 
evaluated on the validation dataset with 10k examples. 

Table 8. Performance of Object Detection Models on Validation Set in PoC Phase 
Model  mAP@0.5  FPS  
YOLOv3  45.7  31.25  
YOLOv3 + ASFF  56.55  63.69  
YOLOv4  62.3  16.07  
YOLOv5  62.9  29.06  
Faster R-CNN  59.3  14.58  
M2Det  7.2  13.7  
EfficientDet-D2  41.2  19  
MobileNetv1  79.6  5.3  
MobileNetv2  84.5  4.5  

Additional information 

All the models used in PoC phase are open sourced with established architectures. 
Since no changes were made to the original architectures, details of each network such 
as number of layers and neurons, activation functions etc. are not documented in this 
report for this phase. Following are the pre-trained weights that were used for object 
detection models: 

Table 9. Pretrained Weights Used for The Models in PoC Phase 
Model  Weights (URL)  

YOLOv3  https://pjreddie.com/media/files/darknet53.conv.74  

https://pjreddie.com/media/files/darknet53.conv.74
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YOLOv3 + 

ASFF  

Randomized weights  

YOLOv4  https://github.com/AlexeyAB/darknet/releases/download/darknet_yolo_v3_optim

al/yolov4.conv.137  

YOLOv5  https://github.com/ultralytics/yolov5/releases/download/v3.0/yolov5x.pt  

Faster R-

CNN  

https://dl.fbaipublicfiles.com/detectron2/COCO-

Detection/faster_rcnn_R_50_FPN_3x/137849458/model_final_280758.pkl  

M2Det  https://drive.google.com/file/d/1NM1UDdZnwHwiNDxhcP-nndaWj24m-90L/view  

EfficientD

et-D2  

http://download.tensorflow.org/models/object_detection/tf2/20200711/efficientdet

_d2_coco17_tpu-32.tar.gz  

MobileNet

v1  

https://1drv.ms/u/s!AvkGtmrlCEhDhy1YqWPGTMl1ybee  

MobileNet

v2  

https://storage.googleapis.com/mobilenet_v2/checkpoints/mobilenet_v2_1.4_224.t

gz  

7.4.5 Insights gained from PoC phase 
PoC phase can give directions about steps to be taken to begin the development phase 

of the product. Some insights acquired in the PoC phase are discussed below: 
1. Necessity of creating well-defined problem domain: Noteworthy differences are 

observed in available dataset domain attributes in Section 7.4 compared to the 
expected domain specifications mentioned in Section 7.2.7 in functional 
requirements. For example, the object detection models are expected to detect 
objects in all possible lighting conditions, but there is no such attribute in the 
given dataset that measures brightness/lighting condition of images. Such 
differences reveal that the existing attributes are not adequate for the domain to 
be referred as a complete problem domain with all possible combinations that 
may occur in real life scenarios. The necessity of creating a well-defined problem 
domain is noted. 

2. Effective balancing between adequate coverage and unbiased distribution: 
Records from Section 7.4 reveals the distribution of samples is unbalanced; the 
dataset has some attribute values with very few examples compared to other 
attribute values in corresponding attribute (i.e foggy in weather, gas station in 
scene, train in objects etc). So, while re-defining the problem domain, necessity 
of merging or deleting attributes and attribute values should be kept in my mind. 
Also, the data in the newly defined domain should be distributed in a way that 
the practical/real life distribution of the data is not hampered. But if some 

https://github.com/AlexeyAB/darknet/releases/download/darknet_yolo_v3_optimal/yolov4.conv.137
https://github.com/AlexeyAB/darknet/releases/download/darknet_yolo_v3_optimal/yolov4.conv.137
https://github.com/ultralytics/yolov5/releases/download/v3.0/yolov5x.pt
https://dl.fbaipublicfiles.com/detectron2/COCO-Detection/faster_rcnn_R_50_FPN_3x/137849458/model_final_280758.pkl
https://dl.fbaipublicfiles.com/detectron2/COCO-Detection/faster_rcnn_R_50_FPN_3x/137849458/model_final_280758.pkl
https://drive.google.com/file/d/1NM1UDdZnwHwiNDxhcP-nndaWj24m-90L/view
http://download.tensorflow.org/models/object_detection/tf2/20200711/efficientdet_d2_coco17_tpu-32.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/efficientdet_d2_coco17_tpu-32.tar.gz
https://1drv.ms/u/s!AvkGtmrlCEhDhy1YqWPGTMl1ybee
https://storage.googleapis.com/mobilenet_v2/checkpoints/mobilenet_v2_1.4_224.tgz
https://storage.googleapis.com/mobilenet_v2/checkpoints/mobilenet_v2_1.4_224.tgz
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problem cases are found to be very important and critical for the ML models in 
terms of safety, then adequacy of data in those problem cases must be evaluated 
and adjusted. So, an effective balance between unbiased dataset distribution and 
enough examples in safety-critical cases should be exercised. 

3. Necessity of specifying special cases: The above-mentioned observation also gives 
rise to the necessity of proper identification of problem cases with distinctive 
importance. Such as, there may be some combinations of attribute values that 
can never occur in real life scenarios (i.e., snow in summer). These scenarios 
should be considered as impossible case. Also, there may be some combinations 
of attribute values that have very few examples in dataset because they occur 
relatively rarely in real life but carries significant importance in terms of safety, 
such as pedestrian on road with green traffic signal. These should be identified 
as safety-critical scenarios or rare cases. Distribution analysis must be done to 
expose these cases so that cautious decisions can be taken about their inclusion 
in training dataset and expected level of performance for the trained models. 

4. Directions for development stage: Records from Section 7.4 can give insights for 
next stage of product development such as deciding which models to choose for 
further improvement, threshold values to be set for KPIs, etc. But it also lacks 
records of models’ performance in specific cases mentioned above. So, while 
evaluating model’s performance in the next stage of development, KPI scores for 
the safety-critical cases must also be recorded to ensure if the model achieves 
required level of correctness and stability overall as well as in specific cases. 

7.5 AI Development with internal quality evaluation 

From the preliminary analysis and insights gained based on the results in the PoC 
phase, it is evident that the following steps are required to be executed in the upcoming 
phase of development: 

• Creating a well-defined problem domain based on the requirements of the AI 
product 

• Maintaining completeness of the problem domain while using available data in 
hand 

• Designing training and test datasets with enough examples in possible scenarios 
while maintaining unbiased property of distribution as much as possible 

• Identification of specific scenarios like rare cases, impossible cases, and specific 
distribution analysis of those cases 
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• Overall performance analysis of trained models as well as evaluation of model 
performance in safety-critical scenarios 

In this section, it is demonstrated how the above requirements can be fulfilled using 
the internal quality aspects set by MLQM Guideline. It is expected that ensuring and 
evaluating these aspects of internal quality simultaneously throughout the agile 
development process will consequently create the best version of the AI product in terms 
of required quality, safety, performance, and fairness. 

7.5.1 A-1: Sufficiency of problem domain analysis 
The term sufficiency of problem domain analysis implies that sufficient requirement 

analysis is made concerning the situations where machine learning based systems are 
used in real world and their analysis results cover all possible situations as discussed in 
Section 6.1.1 of the Guideline. 

The following discussion demonstrates procedures to ensure this quality during 
development. Highlights of this discussion are: 

1. Important details of defining a sufficient problem domain 
2. Proposed problem domain 
3. Sample training data from proposed problem domain 
4. Comparison between existing with proposed domain 
5. Adaption of existing dataset to with proposed domain 
6. Redesigned dataset for the next development stage 

Important details of defining a sufficient problem domain 

At first the features are analyzed in specific linguistic terms to distinctly define the 
problem domain of the autonomous driving scenarios that are expected to be encountered 
in real life. Inspired from the Guideline that envisions a concept of feature tree, the 
problem domain is defined with some attributes and their corresponding attribute values. 
The terms used here as attribute and attribute values carry the same meaning and 
significance as defined in Section 2.3.6 of the Guideline. Following points were kept in 
mind during development of the problem domain: 

• Thorough investigation of requirements given by the client side as well as 
available labels of the existing data to include all possible scenarios as 
combination of attribute and their corresponding values 

• Maintaining appropriate balance between too much detail and too little detail 
while defining the attribute values and their scopes. 

Proposed problem domain 

The major goal of creating an ideal problem domain is to cover all possible scenarios 
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that an autonomous vehicle may face in real life and scenarios that concern the solution 
designer significantly. 

Table 10 shows the attributes and the corresponding values used to identify such 
cases considering the initial product specifications, domain knowledge of autonomous 
driving and solution designer’s concerns regarding safety. 

Table 10. Problem Domain Specification 

 
Here, under FO refers to images where the vehicle is under a flyover/bridge. PL/GS 

refers to parking lot/gas station. Due to the numeric property of the attribute perceived 
brightness, additional explanation of definition and calculation of this property is needed. 

Calculation of luminance/perceived brightness: Luminance is a photometric measure 
of the luminous intensity per unit area of light travelling in a given direction. Brightness 
is the term for the subjective impression of the objective luminance measurement 
standard. A luminosity function or luminous efficiency function describes the average 
spectral sensitivity of human visual perception of brightness. 

So, calculating the relative luminance of the images using the following formula is 
considered the most standard way of calculating perceived image brightness from pixel 
values: 

L=0.2126R+0.7152G+0.0722B 
• R, G, and B are computed from sRGB values, standard values to express color in 

three channels, with a non-linear function. For a whole image, mean values of 
sRGB of all pixels in it could be used to compute R, G, and B. 

• The range of brightness values is from 0 to 255, 0 being complete black and 255 
being complete white. 
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Sample training data from proposed problem domain 

The example presented in Figure 19 shows how each datapoint in the dataset can be 
described using the new attributes and their values. 

The name of the image is from the original BDD100k dataset. The axes of the image 

show the original pixel size (1280x720) and attribute values describe a specific 
autonomous driving scenario encountered by the vehicle. This is pixel size for all the 
RGB images in the dataset. 

Comparison between existing dataset with proposed domain 

A comparison of the existing problem domain of BDD100k and the proposed problem 
domain are given in Table 11 to observe their differences and to check if redesigning the 
dataset is necessary. 
  

Figure 19. Example Datapoint Described by the New Problem Domain 
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Table 11. Comparison of Problem Domain of BDD100k 
and the Proposed Problem Domain 

 
Adaption of existing dataset with proposed domain 

This section summarized approaches taken for adaption of existing dataset with 
proposed domain: 

• Road Type, Weather and Time of Day: both annotations used almost same 
terminology. Following merging/deletion of some attribute values can be done, 
so that the existing annotations of BDD100k can be easily adopted to the new 
domain. 
o City street and Residential can be merged as General way in Road type 
o Overcast and Partly cloudy can be merged as Cloudy in Weather. The level 

of cloudiness in the sky is left to be implicitly learned by the ML program. 
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o Heat haze will be deleted since the BDD100k does not contain this attribute. 
The possibility of occurring this situation is very low and the solution 
designer decides to exclude this from the domain. 

o No change is needed to be made in Time of day. 
• Zebra Crossing: it has been checked if the BDD100k image annotation has a 

Crosswalk label/description, but it was not present in BDD100k dataset. 
However, BDD100k has a description per Lane marking containing Crosswalk. 
So, following changes can be done using simple python scripts to extract from 
Lane marking description the information necessary to adapt the BDD100k 
dataset for the proposed domain. 
o If there is not a Crosswalk, then attribute value is assigned as No. 
o If there is a Crosswalk, then attribute value is assigned as Yes. 

• Signal: there is a similar situation as with Zebra crossing attribute. The Signal 
attribute is a description inside Traffic light label annotated in BDD100k. As 
consequence, if there is a traffic light, BDD100k attach the attribute of the traffic 
light color. Again, the dataset can be adopted using simple python scripts that 
extract the attribute if there is a traffic light in the image. If multiple traffic light 
instances are in the image, multiple Signal attributes are stored, one per 
instance. 

• BDD100k does not have labels for brightness values. Annotating the whole 
dataset for Perceived brightness is easy, because of its numeric nature. So, 
perceived brightness for all the images in the dataset is calculated using a 
python script. Later, to reduce ambiguity while testing, the range of brightness 
values (0-255) is divided into 5 equal sections: Very Low [0-51], Low [51-102], 
Moderate [102-153], High [153-204] and Very High [204-255]. 

• Pedestrian, Road Condition and Obstacle: in BDD100k, it is only possible to 
check if there are pedestrians in the image or not, not their position. But, 
according to the solution designer, the position of the pedestrian is a very 
important feature and should not be ignored. Because it is very risky if there is 
a pedestrian on road when the signal of the traffic light is green. But it is very 
normal for a pedestrian to be in the sidewalk when the signal is green. There is 
no easy way to extract this additional information from BDD100k dataset. 
Similarly, with the current features of BDD100k, Road Condition and Obstacle 
labels are also not available. So, one way to resolve this issue is to make 
manually all the missing annotations. 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

50 
 

Re-designed dataset for the next stage of development 

Based on the discussions made above, the following domain is obtained from 
BDD100k for the AI model to be used in training and validation steps. 
 

Table 12. Final Problem Domain Considered in This Application 
Road Type  Time of Day  Weather  Pedestrian  Traffic Light  Zebra 

Crossing  

Brightness  

General way  dawn/dusk  clear  True  Green  True  Very high  

highway  daytime  Cloudy  False  Yellow  False  High  

parking lot  night  rainy     Red    Moderate  

tunnel  undefined  snowy     None    Low  

Under FO    undefined        Very low  

undefined              

 
Since BDD100k dataset has labels for all the images for the above-mentioned 

attributes (except brightness), this domain can be easily used in both training and 
validation of the classification task. 

The original BDD100k dataset has 3 attributes (Road Types, Time of Day and 
Weather) that can be used to express the driving scenario. But the demonstrated 
exploratory data analysis and problem domain analysis extracted 3 more attributes 
(Pedestrian, Traffic Light and Zebra Crossing) as shown in Table 12. So, instead of 3 
different classification tasks as shown in PoC phase, the new domain allows the solution 
designer to create 6 classification models performing 6 different tasks. Identification of 
the driving condition is one of the functional requirements for the final product. The 
additional attributes express the driving scenario more thoroughly and successfully 
meets the first functional requirement of the final product. 

The brightness attribute will be used to evaluate the performance of both 
classification and object detection models in various brightness levels. These evaluations 
will demonstrate the model’s robustness to brightness fluctuations. 

The labels for position of the Pedestrians are missing in the existing dataset but 
carries great significance. Road Condition and Obstacle labels are also not available. But 
manual annotation of 100k images (as shown in Section 7.4) will be very time-consuming 
and require tremendous amount of manpower. So, instead of annotating 100k images, 
random 10k images from the validation set are annotated using a custom annotation 
tool. These annotation labels can also be used to evaluate how the object detection models 
perform in specific problem cases. Nevertheless, the Road Condition, Obstacle and 
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Pedestrians information from the remaining 90k images is expected to be made in the 
future if necessary. 

7.5.2 A-2: Coverage for distinguished problem cases 
MLQM Guideline recommends identifying various possible combinations of the 

attribute values presented in the problem domain analysis phase. Examining the 
number and details of these combinations of attribute values is the primary theme of 
evaluating coverage for distinguished problem cases. 

MLQM Guideline discusses this quality in Section 1.7.2 and in Section 6.2. Adequate 
examinations of data design to collect and sort out sufficient training data and test data 
are required in this phase in response to various situations which systems may need to 
respond to. 

The following discussion demonstrates procedures to ensure this quality during 
development. Highlights of this discussion are: 

1. Steps for evaluating coverage of distinguished problem cases 
2. An example evaluation process 
3. Identification of special cases 

Steps for evaluating coverage of distinguished problem cases 

In an ideal scenario, a solution engineer should examine there is enough data for all 
possible combinations of attribute values. But for a high-dimensional problem domain, 
it is nearly impossible to give equal importance to each combination. Consequently, to 
keep a balance between ease of evaluation and preferred level of quality management, a 
solution designer may perform the following steps: 

• Assess the total number of combinations possible for all attributes and their 
corresponding values. Assess possible combinations of attribute values taking 
suitable number of attributes in a group: 
o If the number is not high, presence of enough data for each possible 

combination should be checked. 
o If the number is very high, combinations that carry the most importance 

and covers most of the dataset should be evaluated first. 
• Set cases using combinations of attributes and their values to sort out cases with 

most importance and cases that can be ignored. 

An example evaluation process 

The following example is used for demonstration of the evaluation process. For 
avoiding complexity, a similarly distributed but smaller dataset with ~2k annotated 
examples (from BDD100k training set) is used. If proper labels for all the images in the 
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dataset can be found, then this evaluation should be done on the whole dataset. 
Considered domain details 

For this example, let’s consider the following attributes and their corresponding 
values to assess the complexity of the situation. 
Total attributes: 7; Total attribute values: 34 

• Lighting: High, Low, Normal (3) 
• Road type: General way, Highway, Parking lot/gas station, Tunnel, Undefined 

(5) 
• Road condition: Dry, Snowy, wet, Undefined (4) 
• Signal: Green, Red, Yellow, None, Not sure, Undefined (6) 
• Pedestrian: On road, on sidewalk, None, Not sure, Undefined (5) 
• Obstacle: Vehicle, Others, None, Not sure, Undefined (5) 
• Weather: Fine, Cloudy, Rainy, Snowy, Foggy, Undefined (6) 

Summary of evaluation result 
Following are the results obtained by doing a quantitative analysis on a smaller but 

similarly distributed dataset with 2000 examples. 
• Total possible combinations taking one attribute = Total attribute values = 34 
• Total possible combinations taking all 7 attributes and all values = 54,000 
Since the number of total combinations is far too large to investigate, let’s consider 

attribute combinations taking 2 attributes per group from 7 attributes also known as 
pair-wise analysis. 

• Total number of attribute pairs to check combinations: 21 
• Total number of combinations of attribute values: 542 
Let’s choose one example pair from the 21 combinations: Lighting + Signal. For this 

pair, there exists 18 possible combinations of attribute values. Table 13 shows the list of 
those 18 cases and presence of data for each case. 
 

Table 13. Presence of Data for Combinations Lighting + Signal 
Lighting  Signal  Count  Percentage  

High  Green  25  1.23  

High  None  70  3.44  

High  Not sure  7  0.34  

High  Red  4  0.20  

Low  Green  345  16.94  

Low  None  375  18.42  
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Low  Not sure  41  02.01  

Low  Red  77  03.78  

Low  Undefined  1  00.05  

Low  Yellow  11  00.54  

Normal  Green  326  16.01  

Normal  None  626  30.75  

Normal  Not sure  41  02.01  

Normal  Red  78  03.83  

Normal  Undefined  1  00.05  

Normal  Yellow  8  00.39  

High  Yellow  0  0  

High  Undefined  0  0  

 
Data distribution in the above-mentioned combinations are also presented in the 

following graph. 

 
It is evident that this process of checking coverage can be very time consuming and 

exhaustive for a solution designer. So, instead, only the special cases for which the 
system needs to be on high alert will be identified and coverage will be evaluated for 
those case. 

Identifying special cases 

Here, the solution designer will check completeness with a rough granularity level 
by setting out some specific cases with high significance and later investigating the 

Figure 20. Distribution of Data for Possible Case in Combination Lighting + Signal 
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presence of data in only those cases. Carefully choosing these significant cases can allow 
the solution designer to check the coverage of a large portion of the dataset. 

The cases that require special attention are considered significant cases. For example, 
there can be some combinations of attribute values that may never occur in real life but 
somehow present in the dataset. The solution designer may choose to exclude the 
examples of such kind. Also, for some cases, the performance of AI models may degrade 
in operation. So, presence of enough data for such risky cases must also be thoroughly 
checked to avoid accidents. 

In this section, the goal is to explicitly identify the unsound cases (not possible in real 
world scenarios) in the problem domain and risky cases (cases where higher level of 
safety should be maintained due to possibility of performance degradation of models). 
Unsound cases 

Unsound cases should be identified by the solution designer beforehand so that they 
can be excluded from training. To describe these cases, some values for a certain attribute 
(mentioned as Primary Conditional Attribute) are set and then they are paired with 
values of other attributes to check if the created combination can exist in real life. Table 
14 shows such combinations observed by the solution designer. Since these combinations 
must not happen in real life (for this specific application and problem domain), presence 
of examples from these combinations should be checked and excluded. 
 

Table 14. Unsound Cases that are not Expected to be Present in Data 
Case  Primary Conditional 

Attribute  

Primary  

Conditional Value 

Secondary  

Conditional Attribute  

Secondary 

Conditional Value 

0  Weather  Snowy  Road condition  Dry  

1  Weather  Rainy  Road condition  Dry  

2  Road type  Highway  Signal  Green  

3  Road type  Highway  Signal  Red  

4  Road type  Highway  Signal  Yellow  

5  Road type  Highway  Zebra crossing  Yes  

6  Road type  Highway  Pedestrian  On road  

7  Road type  Highway  Pedestrian  On sidewalk  

 
Safety critical cases/risky cases 

Following are some risky cases identified by the solution designer. These cases are 
considered risky because AI model performance may degrade in these scenarios and 
wrong decisions made by AI models in these scenarios can lead to hazardous situations. 
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#Combinations taking 2 attributes in one group: 
1. Road type: Highway + Weather: rainy 
2. Road type: Highway + Time: Night 
3. Weather: Rainy+ Time: Night 
4. Road type: General way + Weather: Rainy 
5. Road type: General way + Pedestrian: On road 
6. Road type: General way + Time: Night 
7. Weather: Rainy + Pedestrian: On road 
8. Weather: Rainy + Time: Night 
9. Pedestrian: On road + Time: Night 

#Combinations taking 3 attributes in one group: 
1. Road type: General way + Weather: Rainy + Pedestrian: On road 
2. Road type: General way + Weather: Rainy + Time: Night 
3. Road type: General way + Pedestrian: On road + Time: Night 
4. Weather: Rainy + Pedestrian: On road + Time: Night 

After calculating the distribution, the solution designer should set a standard of 
coverage or a threshold value. This threshold, if set after proper observation, can give 
the solution designer an estimate about if the number of data present in combinations 
with greater importance (i.e., risky cases) are enough or not. In the next stage of 
development, based on the comparison between the threshold values and the actual 
values, decisions need to be made about the following issues: 

• If there is any combination that needs more data by augmentation or data 
duplication or other methods 

• If there is any combination that should be ignored completely 
• Actions to be taken for combinations with no data 

7.5.3 B-1: Coverage of datasets 
In MLQM Guideline, a property is defined as coverage of datasets where enough data 

(especially, test data) is given to each combination of situations that require response 
designed in the previous paragraph without any missing situation. 

The purpose of configurating this axis of characteristic is to guarantee that the 
shortage of learning due to the shortage of data or any oversight of learning in specific 
conditions due to biased data does not occur in any situation or case identified in 
requirement analysis or data design. 

The following discussion demonstrates procedures to ensure this quality during 
development. Highlights of this discussion are as follows. 

1. Steps for evaluating coverage of dataset 
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2. An example evaluation process 
3. Insights from the recorded results 

Steps required for evaluation 

Following approaches can be taken to ensure if enough amount of data is available 
for each important scenario, especially the cases identified in Section 7.5.2. 

• Quantify number of data points present in each group 
• In each group, 

o Assess number of combinations with datapoints more than threshold 
o Assess number of combinations with datapoints significantly less than 

threshold 
o Assess number of combinations with no data 

From above quantities, re-evaluation of threshold values previously defined for data 
coverage can be done if needed and features can be omitted if necessary. 

Example evaluation process 

As discussed earlier, in the next step of original development process of an AI product, 
instead of doing pair wise analysis, it can be considered to calculate distribution for 
possible combinations taking all 7 attributes and all values(~54k). The following analysis 
should be done on validation dataset as well. But for now, to keep the evaluation process 
brief for this hypothetical product, let’s continue with the evaluation of coverage of 
dataset only for the specific scenarios for the same dataset used in Section 7.5.2. 
Following are the results obtained after investigating the coverage for various scenarios 
mentioned in the previous section. 
Presence of data in unsound cases 

Table 15 shows the presence of data in unsound cases. 
 

Table 15. Data Coverage in Unsound Cases 
Case  Primary 

Condition 

Attribute  

Primary 

Conditional 

Value  

Secondary 

Conditional 

Attribute  

Secondary 

Conditional 

Value  

Percentage 

 in the Dataset  

0  Weather  Snowy  Road condition  Dry  0  

1  Weather  Rainy  Road condition  Dry  0.098  

2  Road type  Highway  Signal  Green  1.031  

3  Road type  Highway  Signal  Red  0.295  

4  Road type  Highway  Signal  Yellow  0.049  

5  Road type  Highway  Zebra crossing  Yes  0.344  
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6  Road type  Highway  Pedestrian  On road  0.098  

7  Road type  Highway  Pedestrian  On sidewalk  0  

 
As mentioned earlier, the training data should not contain such unsound cases. The 

inclusion of this kind of data may happen due to different reasons, such as errors in 
annotation, mislabeling, etc. The solution designer can exclude these examples for the 
dataset. If the number of data is very low in such cases, additional investigation can be 
done (considering reasonably minimum effort) to check the source of error and if possible, 
the labels can be corrected. 
 
Presence of data in risky cases 

Results of data coverage are summarized below for high-risk cases mentioned in 
Section 7.5.2. 
 Group 1: Combinations taking 2 attributes in one group: 

1. Road type: Highway + Weather: rainy 
2. Road type: Highway + Time: Night 
3. Weather: Rainy+ Time: Night 

 
Group 2: More combinations taking 2 attributes in one group 

1. Road type: General way + Weather: Rainy 
2. Road type: General way + Pedestrian: On road 

Figure 21. Data Coverage across Some High-risk Cases 
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3. Road type: General way + Time: Night 
4. Weather: Rainy + Pedestrian: On road 
5. Weather: Rainy + Time: Night 
6. Pedestrian: On road + Time: Night 

 
Group 3: Combinations taking 3 attributes in one group 

1. Road type: General way + Weather: Rainy + Pedestrian: On road 
2. Road type: General way + Weather: Rainy + Time: Night 
3. Road type: General way + Pedestrian: On road + Time: Night 
4. Weather: Rainy + Pedestrian: On road + Time: Night 

Figure 22. Data Coverage across Some High-risk Cases 
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Insights from recorded results 

It is observed from the results of coverage analysis that some combinations have 
significantly less examples than others. While this kind of distribution is expected in real 
situations, the model performance in these specific scenarios may suffer due to shortage 
of data. Setting specific thresholds for these cases can help in sorting of cases that will 
need additional data to increase the coverage of these rare cases. For this research, the 
threshold has been set to 100 images. 

It is necessary to have rare inputs in the dataset in an appropriate amount so that 
model performance does not degrade in those specific cases. The results presented in the 
above section identified rare images that do not occur in the dataset that often but those 
images are extremely important for autonomous driving scenarios. Since acceptable 
number of such rare images are needed to be taken into training, effective ways to 
provide these inputs in good amount should be analyzed by solution designer. One way 
can be using data augmentation processes to generate such corner cases. In fact, with 
adapting proper augmentation technique, adversarial examples can also be generated to 

Figure 23. Data Coverage across Some High-risk Cases 
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check the robustness and stability of trained models. 
For BDD100k dataset, another way is to extract more examples of similar scenarios 

from BDD video dataset by sampling more frames from the desired clips. All the images 
from BDD100k dataset are obtained from BDD videos. Additionally, each image in 
BDD100k has an ID pointing which video was used in the BDD video dataset. In 
consequence, it is possible to find more images related to an image of BDD100k if the 
video of that image is found. All the video frames of BDD video dataset are labeled and 
can be extracted with a python script. 

For example, if the solution designer wants to include some unclear images due to 
water on the windshield to make the trained models robust to noises, then some images 
from the same video but with different timestamp can be used. But data coverage 
investigation shows that such cases rarely happen. So, what you could do is as follows. 
First, identify an unclear image due to water on the windshield in the video dataset. 
Next, extract two frames, 1 second earlier and later frames than the identified image. 
These three images will have the same disturbances with different road position. The 
video dataset has all object labeled using the same annotation as BDD100k. In 
consequence, the extracted images can be included in the dataset for training or 
validation. In this way, the number of images of the combinations that have few available 
images can be increased.  

7.5.4 B-2: Uniformity of datasets 
MLQM Guideline tells us that uniformity of dataset is a concept contrary to coverage 

mentioned in the previous section. Evaluating uniformity of a dataset involves 
investigation of the original distribution of dataset and inspecting if there is any bias 
present in the data. When each case in a dataset is populated in accordance with the 
frequency of its occurrence in the whole input data, the dataset is considered uniform. 
Here the primary concern is to evaluate the balance between coverage and uniformity. 
MLQM Guideline states that it is necessary to consider which one receives priority, 
coverage or overall uniformity, and how to strike a balance between them. 

  

 

 

(a) 1 second before (b) Original (c) 1 second after 

Figure 24. Consecutive Frames of 02701fba-809c39f3.mov from BDD video 
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The following discussion demonstrates procedures to ensure this quality during 
development. Highlights of this discussion are: 

1. Steps for evaluating uniformity of dataset 
2. An example evaluation process 

Steps required for evaluation 

The priority mentioned above will have a significant effect on the models’ 
performance. Depending on the given requirements, the solution designer may choose 
to: 

• Either give priority to overall performance of the models. Here, if there is such a 
case that occurs very rarely in the dataset, then due to shortage of enough data, 
the ML model may fail to learn that case properly. 

• Or give priority to performance of the models for specific cases with greater 
significance, even if there are not enough data present for that case. To achieve 
this goal, the solution designer would be biased to the specific case and would try 
to include more data from this case ignoring the natural frequency of occurrence 
for that case. As a result, specific performance may improve, but overall 
performance may deteriorate. 

Considering the above scenarios, 
• The solution designer should evaluate the natural frequency of occurrence, the 

distribution of the dataset, and check if the steps taken to improve coverage of 
the specific cases introduce bias in the dataset. 

• If significant bias is found, an expected distribution of the dataset can be 
calculated considering a smaller portion of the data or considering data from 
other similar sources. Then, a comparison should be made on the expected 
distribution and the biased distribution. 

• The solution designer can set a level of allowance for the fluctuation of 
distribution for the problem cases depending on the requirement and priority 
level discussed before. 

Example evaluation process 

Let’s consider a simple portion of the data to demonstrate evaluation procedure of 
uniformity analysis. In real case of product development, the distribution should be 
measured across the whole training and validation dataset and then the frequency of 
occurrences for cases that can be compared with another dataset coming from a separate 
source. Say, for this research, the following attributes describe the problem domain with 
around ~2k data in the dataset: 

• Obstacle: None, Vehicles, Other, Not sure, Undefined 
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• Pedestrians: None, Not sure, On sidewalk, On road, Undefined 
• Road type: General way, Highway, Under bridge, Gas station, Undefined, Tunnel 
• Lighting: High, Normal, Low 

Evaluating general distribution of the dataset 
First let’s evaluate the general distribution of data across attribute values for 

different attributes. The following graphs show the distribution of data for Lighting 
attribute across attribute values. 

 The following graphs show the distribution of data for Road type attribute across 
attribute values. 

Figure 25. Distribution of Data across Attribute Values of Attribute Lighting 
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Let’s assume the solution designer has a different but similarly distributed dataset 
from another source, a dataset with around 6k data in it. We can consider the 
distribution of this secondary dataset as a reference or an expected distribution to 
acquire a comparison. 
 

Table 16. Comparison of Frequency of Occurrences for Attribute Values of Lighting 
Attribute 

Value 
(Lighting) 

Original dataset 
distribution 

Secondary 
dataset 

distribution 

Difference in 
percentage 

Normal  53.05 62.15 -9.1 
Low  41.75 35.07 6.68 
High  05.21 02.75 2.46 

 
Table 17. Comparison of Frequency of Occurrences for Attribute Values of Road type 

Attribute 
value 

Original dataset 
distribution 

Secondary 
dataset 

distribution 

Difference in 
percentage 

General way  83.55 81.84 01.71 
Highway  11.44 13.45 02.01 
Under 
bridge/Flyover  03.05 02.9 00.15 

Parking lot/Gas 
station  00.93 00.84 00.09 

Undefined  00.83 00.72 00.11 
Tunnel  00.2 00.26 -00.06 

 

Figure 26. Distribution of Data across Attribute Values of Attribute Road type 
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Depending on the differences observed, the solution designer can next set threshold 
values for allowed fluctuations. Later, if any biasness is found for any attribute values 
due to data augmentation or other data distribution manipulation, the solution designer 
can check if the biasness is within the allowed fluctuation. 
Evaluating distribution of data across combined cases 

Similar comparison should be made taking various combinations of attributes, 
especially including the cases with special significance like risky cases. The possibility 
of risky cases being rare in the dataset leads to the solution designer’s decision of 
creating a biased dataset. So, to strike a balance between uniformity and coverage, detail 
investigation like the above one should be done for the specific combinations with higher 
importance. A similar analysis on combination attribute for lighting + road type is given 
below: 

 
A similar comparison can be done on differences in expected vs actual distribution. 

 
Table 18. Comparison of Frequency of Occurrences for Combined Attribute Values 

Road type Lighting Original dataset 
distribution 

Secondary 
dataset 

distribution 

Difference in 
percentage 

General way  High 3.88 2.05 1.83 
General way  Low 35.9 29.08 6.82 
General way  Normal 43.76 50.72 6.96 
Highway  High 1.33 0.7 0.63 
Highway  Low 3.78 4.45 0.67 
Highway  Normal 6.34 8.28 1.94 

Figure 27. Distribution of Data across Combinations of 
Attribute Values of Road type + Lighting 
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Parking lot/Gas 
station  Low 0.15 0.12 0.03 

Parking lot/Gas 
station  Normal 0.79 0.72 0.07 

Tunnel  Low 0.1 0.09 0.01 
Tunnel  Normal 0.1 0.17 -0.07 
Undefined  Low 0.83 0.58 0.25 
Under bridge/FO  Low 0.98 0.75 0.23 
Under bridge/FO  Normal 2.06 2.15 0.09 
Under bridge/FO  High 0 0 0 
Parking lot/Gas 
station  High 0 0 0 

Undefined  Normal 0 0.12 0.12 
Undefined  High 0 0 0 
Tunnel  High 0 0 0 

 
It should be noted that with availability of actual data from the actual operational 

environment and with adequate time, these evaluation procedures should be executed 
on the real world datasets that will be used for training and validation of the final AI 
product. This can be considered as future work in next versions of the reference guide. 
This version of the Reference Guide does not include detailed experiments or exact 
evaluation procedures in most cases. Rather it discusses how the evaluation process and 
model development process can be carried out. Also, in some cases only analysis for the 
object detection task or the classification task is done. Similar results for the left-out 
task are expected to be produced as well. More structured ways of recording PoC results, 
evaluation results and model performance are expected to be used in each step of the 
agile development process in future. 

7.5.5 B-3: Adequacy of data 
This version of the reference example does not demonstrate any evaluation procedure 

for the internal quality B-3: Adequacy of data. It is expected to be included in the next 
version. 

7.5.6 C-1: Correctness of the trained models 
The term correctness of a trained model represents that a machine learning 

component functions as intended upon the input from the learning dataset (consisting of 
training data, validation data, and test data). In MLQM Guideline, this notion also 
includes the convergence of the training and the quality of training data (e.g., the dataset 
has only a small number of outliers and incorrectly labeled data). 

Highlights of the following discussion are: 
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1. Decisions from PoC phase 
2. Evaluation procedure for correctness of object detection model 

Decisions from PoC phase 

Using the results shown in the PoC phase of Section 7.2.2, it has been decided to only 
continue experimenting with the models that achieve 50% or more mAP and can work 
with real time images (meaning FPS is bigger than 15). The reason is that if a model has 
less than 50% mAP, the solution designer needed to expend a lot of time to improve them 
in comparison to improve a model with more than 50% mAP. Regarding the FPS, though 
it is possible to improve the FPS of the models, improving the FPS may decrease accuracy. 
In consequence, for this example evaluation, it is decided to focus only on improving 
accuracy and leave the improvement and study of FPS for future work. Yolov3, M2Det, 
EfficientDet-D2, MobileNetv1 and MobileNetv2 are removed from the experiments 
because they cannot achieve the minimum mAP and/or their FPS is too low. The 
remaining models (Yolov3+ASFF, Yolov4, Yolov5, Faster R-CNN) were the objective in 
this reference example. Their accuracy is to be improved to achieve enough mAP to 
accomplish ASIL D. 

Evaluation procedure for correctness of object detection models 

Removing noise information in the dataset 
The image in Figure 28 shows how some bounding boxes overlap which makes the 

training process difficult. This issue can bring noise to the training process of each 
detection model reducing the accuracy obtained: 

An appropriate solution to increase the accuracy can be to reduce the number of boxes 

Figure 28. Image Example of Overlapping Bounding Boxes 
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and make the detection models learn about objects that are close to the car. But 
calculating the distances of objects from the vehicle adds another level of complexity and 
may need depth estimation. For reducing the number of bounding boxes, let’s follow 
approach that can be named as Reducing boxes. 

The idea is if a bounding box is smaller or equal to the created artificial window, then 
that bounding box is removed from the training dataset. A new dataset is created 
excluding those bounding boxes and it is used to re-train the detection model. The 6 
different measures of the artificial windows are: 

0: All objects are used 
10: objects inside 10x10 pixels are not used for prediction or validation 
20: objects inside 20x20 pixels are not used for prediction or validation 
30: objects inside 30x30 pixels are not used for prediction or validation 
40: objects inside 40x40 pixels are not used for prediction or validation 
50: objects inside 50x50 pixels are not used for prediction or validation 

 
Table 19. mAP Comparison After Reducing Boxes Mechanism 

Model Whole 
dataset 

Removed 
10x10 

Removed 
20x20 

Removed 
30x30 

Removed 
40x40 

Removed 
50x50 

YOLOv3 
+ ASFF  56.55 58.43 63.13 65.11 53.00 40.74 

YOLOv4  62.3 64.17 69.70 72.93 58.78 45.15 
YOLOv5  62.9 64.57 70.62 73.68 59.87 45.43 
Faster 
R-CNN  59.3 60.66 66.14 70.41 54.58 41.08 

Figure 29. Different Artificial Window Sizes Used to Remove Bad Bounding 
Boxes 
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Table 19 shows the performance of object detection models after removing the 

bounding boxes and re-training each detection model selected. There is a mAP increment 
of about 1.7%, 7.1% and 10.2% after removing bounding boxes smaller than 10x10, 20x20 
and 30x30 respectively. However, if the bounding boxes smaller than 40x40 and 50x50 
are removed, the mAP percentage decrease about 3.7% and 17.1%, respectively. With this 
result, it is demonstrated that there are bounding boxes that bring noise to the detection 
models training process. This mechanism can be used with other dataset to reduce 
overlapping annotations and check if the mAP increases. 
 

Table 20. Label mAP Result After Reducing Boxes Mechanism is Performed 

Yolov4 mAP(%) Whole 
dataset 

Removed 
10x10 

Removed 
20x20 

Removed 
30x30 

Removed 
40x40 

Removed 
50x50 

Traffic light  51.92 52.65 59.86 66.84 47.25 31.73 

Traffic sign  66.47 67.65 74.15 76.64 60.78 46.46 

Car  79.25 78.26 84.16 86.9 71.62 59.84 

Person  51.15 55.84 60.18 62.52 49.71 38.26 

Bus  63.13 64.58 68.92 71.87 60.86 43.27 

Truck  47.81 50.63 57.27 60.24 45.32 32.61 

Rider  61.78 62.42 66.58 69.36 58.75 46.97 

Bike  72.43 75.68 79.91 81.34 69.64 57.31 

Motor  67.5 69.84 76.62 80.85 64.93 50.18 

Overall mAP  62.3 64.17 69.70 72.93 58.78 45.15 

 
Table 20 shows the mAP results per label of using Reducing Boxes algorithm on 

Yolov4. This result shows how removing some of the bounding boxes helps the detection 
model to improve the accuracy of all labels. 
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Specific training for the detection models 
Another way that can improve the accuracy is to train the detection models using 

images of specific attribute values. In this way, the detection model can be trained to 
work for specific situations. Regarding BDD100k, the images have 7 different attributes, 
such as road, weather, time of day, has pedestrians, traffic light color, zebra crossing and 
brightness. However, for this experiment, only the attributes road type, weather, and 
time of day are used because they have more priority regarding ASIL D requisite. 

Let’s assume that training a detection model require at least 20,000 images. Figure 
30 shows the number of images per attribute value, and also shows that this experiment 
can be made using only the attribute values of city street (Road Type), daytime (Time of 
day), night (Time of day) and clear (Weather). 

Figure 30. Number of Images per Attribute Value 
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Figure 15 shows the mAP comparison of training each detection model only with 
images with attribute values city street, daytime or night, against the same detection 
model trained using the whole dataset. To calculate the mAP, that uses the images from 
validation dataset, only images of the specific attribute value are used. As a result, there 
is an increment in all cases. This increment is higher for daytime having an average 
increment of 10% while night has the lowest increment about 6%. 

Summarizing, with this experiment it is demonstrated that there are situations 
where it is better to use specific dataset for training instead of using a dataset with 
diverse situations. Using this idea, a system could use multiple detection models and use 
them depending on the situation, for example, a model that works in city street attribute 
value when the car is inside the city, or two models, one that works in daytime and the 
other at night. The only requisite is that the system will need to have a mechanism to 
detect if the car is in a city street or it is daytime. In this experiment, Reducing Boxes 
algorithm has not been combined with specific situation training; but it is expected to be 
done in the future version of the reference example. Additionally, in the future, 
combinations of attribute values will be tested, such as, having a model that works in 
daytime and when the car is in a city street. 

7.5.7 C-2: Stability of the trained model 
According MLQM Guideline, the term stability of the trained model means that a 

machine-learning component shows appropriate reactions to input data that are neither 
included in learning datasets nor sufficiently similar to data in learning datasets. 

Figure 31. mAP Comparison of Specific Training Using Attribute Values 
to the Whole Dataset of Attribute Values Used for Specific Training 
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Ensuring this quality of a model includes evaluating its generalization ability, its 
reaction to corner cases/rare cases, and its performance on adversarial examples. 
Assessing a model’s robustness to these issues or the stability of the models is not a single 
step process in the agile AI development cycle. Rather, various techniques and measures 
are encouraged to be integrated in different stages of the AI development life cycle. 

Highlights of the following discussion are: 
1. Steps required for evaluation 
2. Evaluating generalization capability 
3. Evaluating robustness to adversarial images 

Steps required for evaluation 

Steps that can be executed by the solution designer to evaluate this internal property 
is discussed below: 

• Evaluating generalization capability: In real world cases, there will be a lot of 
variations in input data. It is not possible to include all of them in training. 
Primarily, it is essential to include input data from all over the domain and hope 
that the model will behave properly within a proximity of training dataset. Next, 
overfitting tendency of models should be kept in check while training. Last but 
not least, the model’s generalization ability should be tested on inputs never 
encountered by the model while training and validation period. Effectiveness of 
the used evaluation techniques needs to be analyzed as well. 

• Evaluating robustness to noise/adversarial examples: There is always a 
possibility of added noise in input data. So, the noise handling capabilities or 
robustness to specific noises of concerns may need to be measured as well. 
Evaluation procedures of measuring robustness and the level of robustness 
needs to be described to reflect the response of the model to adversarial examples. 

Evaluating generalization capability 

For this section, a different dataset called nuImage [18] has been used to evaluate 
the performance of the detection models after they have been trained using BDD100k. 
nuImage has the following properties. 
 

Table 21. nuImage Dataset Description 
# Labels # Images has weather has time of day 3d bounding box 2d bounding box 

23 93476 No Yes (timestamp) Yes No 

 
This dataset contains 93476 images, which are divided into train, test, and validation 

data. 
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Table 22. nuImage Dataset Image Distribution 

  Number of images Percentage on dataset (%) 

Train  67279 71.97462 

Val  16445 17.59275 

Test  9752 10.43262 

 
However, there are images that do not have any label at all. 

So, only 60,668 images can be used for training the detection models and 14,884 
images for validating, respectively. 

Regarding the number of annotations, BDD100k is a dataset with 10 labels while 
nuImage has 23 labels. To evaluate the generalization capabilities of the detection 
models, the ground truth of the labels that are common to both BDD100k and nuImage 
are used. Therefore, the solution designer has reduced the 23 labels to the ones that can 
match the detection models trained by BDD100k and they have been highlighted in 
green color in Table 23. As consequence, only the following BDD100k labels can be 
detected: bike, bus, car, motor, person and truck. 
 

Table 23. nuImage Label Distribution and (in Green) Labels Used for 
Converting to BDD100k Labeling 

Label  Training Validation Total Percentage 

animal  173 82 255 0.04 

human.pedestrian.adult  121200 28721 149921 21.61 

human.pedestrian.child  1683 251 1934 0.28 

human.pedestrian.constru  10465 3117 13582 1.96 

Figure 32. nuImage Distribution of Images that Have and not Have Annotation 
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human.pedestrian.persona  1828 453 2281 0.33 

human.pedestrian.police_  368 96 464 0.07 

human.pedestrian.strolle  293 70 363 0.05 

human.pedestrian.wheelch  33 2 35 0.01 

movable_object.barrier  70112 18433 88545 12.76 

movable_object.debris  2461 710 3171 0.46 

movable_object.pushable_  3030 645 3675 0.53 

movable_object.trafficco  69016 18587 87603 12.63 

static_object.bicycle_ra  2461 603 3064 0.44 

vehicle.bicycle  13708 3352 17060 2.46 

vehicle.bus.bendy  203 62 265 0.04 

vehicle.bus.rigid  6538 1823 8361 1.21 

vehicle.car  202809 47279 250088 36.05 

vehicle.construction  4768 1303 6071 0.88 

vehicle.emergency.ambula  34 8 42 0.01 

vehicle.emergency.police  104 35 139 0.02 

vehicle.motorcycle  13682 3097 16779 2.42 

vehicle.trailer  3285 486 3771 0.54 

vehicle.truck  29456 6858 36314 5.23 

 
To compare the results, 2 different models of Yolov4 has been trained. One model has 

been trained using BDD100k training dataset, while the other model has been trained 
using nuImage training dataset after the labels has been converted on BDD100k 
annotations. The model trained using BDD100k is used to evaluate how effectively the 
detection model performs on images from outside the dataset, and the other model is 
used as a ground truth to know the difference if the model was trained using the same 
dataset. Figure 33 shows this comparison. The labels car, bus and truck achieve similar 
accuracy; the differences are less than 5%. Motor is the label with the highest difference 
between the models (about 16%). The reason is because BDD100k has rider label as well, 
and the model sometimes annotates the rider and not the motor. 
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Comparing the mAP of both models, the BDD100k achieves 54.64% and the other 
model achieves 61.32%. This difference is less than 7%. As a result, Yolov4 achieved a 
good generalization capability after being trained using BDD100k to work with images 
outside the dataset. 

Evaluating robustness to adversarial images 

To evaluate the robustness of the object detection models, it has been decided to use 
surprise adequacy [19] (see also Appendix B) that uses adversarial examples. 
Adversarial example data needs to be generated introducing specific noise patterns or 
using available technologies for adversarial attack. Some popular techniques of 
adversarial attacks mentioned in recent literatures are: 

• Fast Gradient Sign Method (FGSM) 
• Basic Iterative Method (BIM-a, BIM-b) 
• Jacobian-based Saliency Map Attack (JSMA) 
• Optimization-based attack (Opt) 
In this example, FGSM is used, leaving the other three adversarial attacks for future 

work. 
Complications of adversarial attack on object detection models 

Figure 33. Accuracy Comparison of Yolov4 on nuImage Validation Dataset 
after being Trained by BDD100k and nuImage Training Datasets 
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One matter of concern is that even the most recent literatures on adapting 
adversarial attacks for NN architectures (FGSM, BIM-a, BIM-b, JSMA and Opt (C&W)) 
only deals with traditional convolutional neural networks. These adapting adversarial 
attacks use the last layer of the NN to generate adversarial examples. Standard state-
of-the-art object detection models are unique and complex in terms of their architecture. 
Especially the divergent structure of last few layers makes it very difficult to use these 
available methods to generate adversarial examples. Also, output predictions in Yolo are 
different than other NN. In other NNs, normally, the output layer gives the scores of 
each label, while Yolo, with all its versions, has 3 parallel output layers that consists of 
three detection tensors, each with its own prior boxes and each twice the resolution of 
the previous. After non-max suppression method is used, only the boxes with higher label 
score are kept. For the creation of adversarial examples, non-max suppression cannot be 
used because it is a selection method and not a layer. In consequence, the generation of 
adversarial examples using Yolo neural networks is an issue that this example tried to 
resolve. 

Attempted approaches 
The solution designer attempted to adapt FGSM attack for YOLOv4 architecture but 

was unsuccessful because the FGSM attack cannot work with NN that has multiple 
parallel output layers. Different approaches were taken to fix this issue: 

1. Changing the framework from Tensorflow-Keras to Pytorch 
2. Using different architectures such as YOLOv3, YOLOv5 
3. Modifying the prediction output, making other labels 0 and keeping the 

confidence of the label found. The problem is that it cannot generate the 
adversarial example because it cannot determine which label has the closest 
confidence score because all the other labels have confidence 0 and they are not 

Figure 34. Example of Yolo Last Layer Performance 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

76 
 

closed to determine the adversarial example. 
4. Generating gradients manually instead of using tf.gradients in TensorFlow 
5. Using different adversarial attacks like BIM-a and JSMA etc. 

Possible solutions 
All previous mentioned solutions did not work. However, the solution designer 

proposed other solutions that help to create adversarial examples and/or detect corner 
cases. 

• Using a different NN model, such as Inception or MobileNet. These models do 
not have the same last parallel layer problem as Yolo. As a trial, MobileNetv2 
was used to generate FGSM adversarial examples, and it works perfectly. 
Adapting surprise adequacy to these models do not represent any problem. So, 
using a different model to determine the corner cases and after that using those 
corner cases in Yolo can be a suitable solution. 

• Trying different attacks can be a solution to the challenge. However, all the 
methods that generate adversarial examples to perform surprise adequacy use 
output label confidence and, therefore, they only work if the NN has one last 
output layer and not multiple last output layers. So, defining new attacks that 
are different from the ones mentioned might be necessary. For example, using 1-
pixel change method (introduced later in this section) to detect the corner cases 
that has a high percentage to cause a bad labelling. 

Adapting adversarial attacks using a different NN 
To evaluate the robustness of the detection models trained, the solution designer 

decided to use MobileNetv2 to create the adversarial examples and examine the 
robustness using surprise adequacy. In this case, MobileNetv2 has been trained using 
BDD100k and Tensorflow-Keras framework. After training, the trained model obtains 
an accuracy of 84.49% but with an FPS of 4.5. Due to the lower number of FPS, 

Figure 35. Example from Successful Implementation of 
FGSM Attack on MobileNet 
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MobileNetv2 was never considered to be used as an autonomous driving car detection 
model. However, we can use MobileNetv2 to generate adversarial attacks such as FGSM. 
After adversarial examples are generated, surprise adequacy is used to examine the 
corner cases. These corner cases have been assumed to be the same for all detection 
models and they will be treated in the same way for all detection models. The following 
images show examples of adversarial examples generated using MobileNetv2 and FGSM. 

Adapting surprise adequacy to work with MobileNetv2 
In this section, surprise adequacy [20] is used to detect the corner cases of the 

training data, remove them from the training dataset and re-train all detection models: 
Yolov3 + ASFF, Yolov4, Yolov5, Fast R-CNN and MobileNetv2. 

Figure 36. Data Generated Using FGSM Attack on BDD 100k Dataset 
for eps = 0.01 & 0.13 
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Regarding BDD100k, there are 1.286.871 bounding boxes in the training dataset 
(dataset contains 69.863 images). Table 24 shows the distribution of bounding boxes in 
the validation data that has been used for the Surprise attack. 
 

Table 24. Bounding Box Label Distribution of BDD 100k 
Label  # of BB 

bike  7210 
bus  11672 
car  713211 
motor  3002 

person  91349 
rider  4517 
traffic light  186117 
traffic sign  239686 

train  136 
truck  29971 

 

There are too many car bounding boxes. Nevertheless, there are enough bounding 
boxes to detect the corner cases of all labels, including train. This is because with 100 
images, surprise adequacy has enough data to determine the corner cases among the 
labels. 

Figure 37 shows surprise adequacy calculation of DSA0, DSA1, DSA2 and DSA3 of the 
first 750 bike bounding boxes in the training dataset. If the distance is higher than 1.5 
in any of the DSAs calculated, then the bounding box is defined as a corner case. For 

Figure 37. Surprise Adequacy Calculation of the First 750 Bounding Boxes 
of Bike in the Training Data 
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example, three corner cases are marked with red circles in Figure 37 and presented in 
Figure 38. 

 
As a result, checking all labels of BDD100k: 

The main issue with the graph above is that the BDD100K has too many car labels 
compared to other labels. As consequence, it is difficult to determine what is the impact 
of DSAs regarding each label. 

Figure 38. Bike Corner Case Examples Detected Using Surprise Adequacy 

Figure 39. Amount of Corner Cases Detected by Labels 
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 However, using the percentage, to determine how many corner cases are detected 
per label, it is possible to see that depending on the label the DSA works better than 
other DSAs. For example, DSA2 can detect more corner cases for label Motor. Overall, 
DSA3 is not detecting corner cases for BDD100K very well, for example, it cannot detect 
any corner case for Train label. 

To make use of corner case detection, the solution designer trained 6 different 
MobileNetv2: 

• one model per each DSA detection, trained with the original dataset except all 
corner cases detected by the detection 

• one model trained with the original dataset except all corner cases detected by 
any of the four DSA detections 

• one model trained with the whole original dataset 
The model used here is a MobileNetv2 that has been already trained to identify 

images from ImageNet dataset. In this way, the training is faster and only the last layers 
need to be re-trained. 

Figure 40. Percentage of Corner Cases in BDD 100k Dataset 
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Without removing any image when training (All bounding Boxes), MobileNetv2 
obtains 84.5% of accuracy. All DSAs improve the accuracy of MobileNetv2 in different 
amounts. DSA2 is the one that obtains the highest (87.635) with 3.13% better result than 
using all images. This can be because DSA2 is the one that detects the most corner cases. 
At this point, what happen if any image detected as corner case is removed 
independently of the DSA and the model is re-trained? The result is All DSA Together. 
In this case, there is an improvement of 3.86% over the model having all images when 
training. These results show that surprise adequacy can detect the corner cases and if 
they are removed from the training dataset, the accuracy is increased. 

The second part of this section is to remove the corner cases detected from the 
training dataset and re-train Yolov4. This is made because MobileNetv2 has less than 15 
FPS and it cannot be used for autonomous driving detection for safety reasons (ASIL D). 
For this reason, Yolov4 is used to check if the corner cases detected by surprise adequacy 
and MobileNetv2 can be used for other detection methods. 

Figure 41. Model Accuracy after Removing Corner Cases Using MobileNetv2 
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Figure 42 shows the result of removing the corner cases detected with MobileNetv2 
from the training dataset and then re-training Yolov4. There are increments of accuracy 
for all models trained with corner cases removed. The increments are similar to the one 
obtained on MobileNetv2 results. This demonstrates that surprise adequacy can detect 
corner cases using one neural network and the corner cases can be used to increase the 
robustness of another neural network. 

It is necessary to note that surprise adequacy is used in this case to improve the 
accuracy, however, the correct functionality of surprise adequacy is to increase the 
robustness of the models. The improvement of accuracy in this case is because BDD100k 
has too many car labels and the highest number of corner cases detected are cars. In a 
normal case, the robustness might be reduced because the corner cases have been 
removed from the dataset and the training process is losing information. However, in 
BDD100k, removing the corner cases make the detection models more confident when 
they are detecting cars. This definition is made because the boundary among car labels 
and others is removed. 

Figure 42. Model Accuracy after Removing Corner Cases Using Yolov4 
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1-pixel change 

Figure 43 shows how 1-pixel attack is working with BDD100k training dataset (see 
also Appendix C). First, for each bounding box in the dataset, an image delimited by the 
box is extracted. Then, 1 pixel of the images is changed. Finally, the modified image is 
sent to the detection model, and it determines if it still can recognize the object correctly. 
For changing the color of the pixel, the solution designer decided to swap the RGB color 
of the pixel to the opposite RGB color of that pixel. 
Table 25. Confidence in 1-Pixel Attack 

This process is made per each pixel of the bounding box. Keep in mind that only 1 
pixel is changed in the image every time. After all pixels in the image has been processed, 
the method summarizes the confidence label of checking all modified images and how 
many images have been checked. For example, for an image of 300x200 pixels, this 
process forces the detection model to check 60,000 images, gathering the results of the 
60,000 images. 

Using the bounding box of Figure 43 and Yolov4 as the detection model, 1-pixel attack 

Label  Confidence % by 
the NN  

bike  0  
bus  42.86  
car  62.59  
motor  21.68  
person  0  
rider  0  
traffic light  0  
traffic sign  29.48  
train  0  
truck  95.15  
    
images checked  86390  
Images incorrect  68327  
Failed Percentage  79.09133  

Figure 43. 1-Pixel Attack Method Using BDD 100k 

Figure 44. 1-Pixel Attack 
Truck Example Image 
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produced the confidence percentage of the image as shown in the figure. It shows that 
the detection model recognizes the image as car or traffic light. However, when the image 
is recognized as car, the detection model is 98% sure it is a car while if it is recognized 
as traffic light, only 30.14% of confidence. For this process, the model checked 40,847 
images and in 7 of them it made incorrect detection, that is, only 0.017% was affected by 
noise. The result shows that this bounding box is unsusceptible to noise and is good to 
be used for training the model. 

For another example, when 1-pixel attack uses the image shown in Figure 44 and 
Yolov4 as detection model, the detection model can recognize it as truck, car, bus, motor 
and traffic sign. As shown in Table 25, the confidence of recognizing the image as car is 
bigger than 60%, a result of an incorrect training process for the detection model because 
this image is a corner case between truck and car. In addition, when this image has noise, 
the system fails about 79% of the times to recognize it properly. This image is a clear 
example of how 1-pixel attack can recognize corner cases and bounding boxes unsuitable 
to be used for the training process. 

1-pixel change can detect images that are creating noise in the NN and detect corner 
cases. However, it is a long process, especially when the user wants to examine all the 
bounding boxes in the dataset. For example, the next experiment used the ABCI server 
(powerful server machine) for 8 hours. In that time 1-pixel attack managed to check 18 
images that contain 340 bounding boxes. This is around 43 boxes per hour. There are 
1,272,818 bounding boxes in the whole training dataset. That means about 29,600 hours 
(1233.33 days or 3.38 years) to check the whole training dataset of BDD100k. 

Figure 45. ABCI Experiment Using 1-Pixel Attack 
to Detect Incorrect Bounding Boxes 
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Furthermore, after this detection of bad bounding boxes, it is necessary to deal with them, 
for example, by retraining the models. 

Figure 45 shows the result of the ABCI experiment of using 1-pixel attack in 
BDD100k for 8 hours. The result shows that 11% of the bounding boxes of these 18 
images are unsuitable to be used for the training process. Additionally, note that image 
3 adds only noise to the detection model. Unfortunately, due to time constraints, the 
solution designer could not check all bounding boxes in the BDD100k dataset and, in 
consequence, could not re-train the detection models after removing the corner cases and 
check the accuracy obtained. Nevertheless, there are two ways to resolve this issue. One 
is to improve the algorithm, for example, adopting parallelization to make it faster or 
focusing only on one label instead of all labels at the same time. The second way to 
resolve this issue is to combine 1-pixel change with surprise adequacy. The idea is to 
obtain the corner cases using surprise adequacy and then use 1-pixel change to classify 
the corner cases detected. In this way, 1-pixel change only checks a few bounding boxes 
and prioritizes the corner cases that have the worst failure rates. Additionally, using 1-
pixel change with surprise adequacy helps to determine which labels are close to the 
corner case thanks to the confidence obtained on the examination. 

7.5.8 D-1: Reliability of underlying software systems 
In MLQM Guideline, the term reliability of underlying software systems represents 

that the underlying conventional software (e.g., training programs and 
prediction/inference programs) functions correctly. This notion includes the software 
quality requirements such as the correctness of algorithms, the time/memory resource 
constraints, and the software security. Therefore, to ensure the soundness of components 
the solution designer needs to perform the following things, which are the highlights of 
this discussion: 

• Check correctness of the algorithms. 
• Choose well-evaluated and qualified resources while using open-source 

implementations. 
• Solve the bugs due to frequent version-ups of the libraries. 
• Check similarity between testing environments and actual operational 

environments. 

Correctness of algorithms 

Concerning correctness of algorithms, first it is necessary to understand what 
correctness means. In this case, the correctness of an algorithm is achieved when the 
algorithm gives expected output correctly with respect to its specification and terminates 
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without any error. This is called total correctness. 
For example, in this research, some additional algorithms were designed for various 

purposes. Namely, robustness evaluation (1-pixel change), data annotations (annotation 
tool) and data label conversion (the conversion of nuScene labels to BDD100k labels). 
The only way to prove the correctness of these algorithms is to test them using all 
possible inputs and analyzing their outputs. The algorithms indeed produced expected 
outputs with no error or warning involved. 

Soundness of open-source elements 

Python language has been used for developing this AI. It uses various open-source 
packages, which should be version compatible with each other. So, the list of used 
packages and their versions should be provided by the developer. 

Table 26. List of Open-source Packages Used in This Research 
Programing language Version 

Python 3.8.3 
Package Version 
NumPy 1.18.5 
TensorFlow 2.3.1 
PyTorch 1.6.0 
SciPy 1.5.2 
Pandas 1.1.0 
Matplotlib 3.3.0 

To avoid any kind of problem that can occur because some libraries and dependencies 
may differ among the detection models, docker images have been created that contains 
all the libraries and dependencies of each detection model used. 

Dependability of hardware in training and operational environment 

The hardware used is significantly important for verification of soundness of 
components. Due to the complexity of object recognition and image classification models, 
it is recommended to use GPU for training and inference. With the current state of the 
research, it is possible to use the docker images without GPU when only inference is 
performed. However, if the user wants to re-train a detection model, the solution designer 
recommends using a machine or server with GPUs. 

The dockers have been tested in 5 different machines and servers with different 
hardware specifications. It has been demonstrated that the dockers can work without 
any issue adapting to the new hardware. 

Soundness in usage of memory 

Proper documentation of maximum usage of memory during training and inference 
time should be recorded and evaluated so that the program does not face memory 
inadequacy in operational environment. Based on these records, efficient memory 
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allocation of the device in operational environment can be accomplished. 
• Model architectures and weights: Hierarchical Data Format (HDF) file (.h5) is 

one of the file formats AI developers use to store trained AI networks and their 
weights. When that is used, for example, the saved trained network for YOLOv4 
has 490,961 parameters and takes about 52.43 MB space on the hard drive. 

• Source codes: Different algorithms written by programing languages are part of 
the workflow of the machine. These codes usually do not take much space on a 
storage device compared to data and trained weights. 

• Input data: Memory required for the training and validation datasets can be very 
large depending on the number of samples and the resolution of the images. For 
this research, all the images originally extracted from BDD100k video dataset 
have a resolution of 1280 x 720 pixels. The memory usage for the training dataset 
(70k images), validation dataset (10k images), and testing dataset(20kimages) 
are 3.77GB, 553 MB, and 1.07 GB respectively. Since input data resolution and 
size can change in operational environment due to different camera settings or 
other reasons, memory usage of input data should be recorded during training 
and inference time. 

• Processing Unit specifications: Minimum RAM and GPU needed during both 
training and inference time should be examined and recorded. 

Efficiency in training time and inference time 

Time is a critical issue for an ML model when being applied to a real-life situation. 
In case of an autonomous vehicle, critical decisions may have to made within a split 
second after correctly identifying a life-threatening case. So, the lower the inference time, 
the better the dependability of the AI product. Inference time should be recorded for all 
the candidate models and evaluation should be done to check if the inference procedure 
is taking sufficiently little time. 

Time of training should also be recorded to check if any unnecessary time loss is 
occurring in any part of the training program. Faster algorithms are encouraged to be 
used in development process. 

7.5.9 E-1: Maintainability of quality in operation 
According to Section 6.9 of MLQM Guideline, maintainability of quality in operation 

means that internal qualities satisfied at the beginning of operation are maintained 
throughout operation. 

It is the process to update the system developed or incorporate new data into the 
training or validation dataset to improve the models. Therefore, it is required to 
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continuously monitor behaviors of machine learning based systems and machine 
learning components during operation. 

There are two operational patterns to keep the system updated. One is to return to 
the development phase and modify the whole process after adding the new changes and 
then re-deploying the system. The other is to update the necessary software components 
to keep update the system. That requires updating the necessary components in real 
time during operation. The second approach is quicker but the risk of getting incorrect 
dependencies is higher. 

The following tasks are highlights of the next discussion: 
• Accuracy monitoring 
• Model output monitoring and input data monitoring 
• KPI monitoring 

Accuracy monitoring 

Accuracy monitoring is a method to monitor the accuracy of the detection models and 
update the information according to the accuracy improvement. In this research, the 
accuracy of the detection models has been measured using mean Average Precision 
(mAP). In previous sections, we have discussed how the mAP have been monitored and 
used to improve the detection models. These improvements have been made improving 
the images in the dataset together with re-training the models. 

Model output and input data monitoring 

Model output and input data monitoring refer to the monitoring of results of 
inferences made by a trained machine learning model and the monitoring of its input 
data, respectively. In both cases, the solution designer has used two different 
mechanisms: 1-pixel change and surprise adequacy. These mechanisms helped to update 
the training dataset to detect, modify or remove the corner cases that added noise to the 
training process. 

KPI monitoring 

KPI monitoring focuses on monitoring the detection models from the viewpoint of 
KPI. Key Performance Indicator (KPI) is an indicator which quantifies the attainment 
level of functional requirements to be attained by output from machine learning 
components through machine learning based systems. In other words, a KPI is a 
measurable value that demonstrates how effectively a project is achieving key objectives. 
Defining KPI can be tricky. The operative word in KPI is “key” because every KPI should 
related to a specific project outcome with a performance measure. KPIs need to be 
defined according to critical or core business objectives. 

To define a KPI it is necessary to reply to the following questions: 
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• What is your desired outcome? 
• Why does this outcome matter? 
• How are you going to measure progress? 
• How can you influence the outcome? 
• How will you know you’ve achieved your outcome? 
• How often will you review progress towards the outcome? 
This research focuses on autonomous driving, and, in consequence, the solution 

designer has decided to use a standard definition of security levels when defining 
autonomous driving machine learnings, namely ASIL (Automotive Safety Integrity 
Level) D. ASIL D represents likely potential for severely life-threatening or fatal injury 
in the event of a malfunction and requires the highest level of assurance that the 
dependent safety goals are sufficient and have been achieved. 

For this research, the following attributes from BDD100k have been used: 
Weather: rainy, snowy, clear, overcast, partly cloudy, foggy, undefined 
Scene: tunnel, residential, parking lot, city street, gas stations, highway, undefined 
Time of Day: daytime, night, dawn/dusk, undefined 
Traffic light color: red, yellow, green, none 
Are there pedestrians: True, False 
Is there Zebra Crossing: True, False 
Brightness: super high, high, mid, low, super low 

A total of 7 attributes and 31 attribute values. 

Figure 46. Number of Images per Attributes on BDD 100k 
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As you can see in Figure 46 and Figure 47, there are attributes that appear more or 
less often than others, such as city street (49628 images) and gas station (34). However, 
for the definition of KPI, we cannot use individual attribute values. We want to find 
situations to define where the KPI will focus. As consequence we combine the attribute 

Figure 47. Distribution of Images per Attribute Values 
and per Training or Validation Data of BDD 100k 
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values in pairs. Doing this, we have 375 combinations. 
Because it is difficult to correctly see Figure 48, let’s focus on the first 30 combinations. 

Because there are not enough images in all combinations, it is not possible to use all 
the combinations for the KPI definition. For this reason, using the amount of images per 

Figure 48. Amount of Images per Pair-wise Combination of BDD 100k 

Figure 49. Top 30 Amount of Images per Pair-wise Combination 
of Attribute Values of BDD 100k 
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combination and ASIL D, the solution designer has focused only on Road Type, Weather 
and Time of Day. These 3 have more priority than the others in terms of the visualization 
of the images. As consequence, they are more related to ASIL D than the others. It is 
true that maybe Brightness could be included. In case that is included, it will be included 
in the future. 

Additionally, we are not counting the attribute values of undefined because it is not 
a real situation. Then, there are 63 different combinations. 
 

Table 27. Amount of Pair-wise Images 
when Road Type, Weather and Time of Day are Combined 

ID Combination Amount ID Combination Amount 

1 tod_night + w_clear  22884  33 rt_residential + w_partly cloudy  580  
2 rt_city street + w_clear  22750  34 tod_dawnDusk + w_partly cloudy  570  
3 rt_city street + tod_daytime  21811  35 rt_residential + w_rainy  487  
4 rt_city street + tod_night  18748  36 tod_dawnDusk + w_snowy  436  
5 tod_daytime + w_clear  12454  37 tod_dawnDusk + w_rainy  328  
6 rt_highway + w_clear  10422  38 rt_parking lot + tod_daytime  228  
7 rt_highway + tod_daytime  8905  39 rt_parking lot + w_clear  169  
8 tod_daytime + w_overcast  7551  40 rt_parking lot + tod_night  94 
9 rt_highway + tod_night  7025  41 tod_night + w_overcast  72  

10 rt_residential + tod_daytime  5658  42 tod_night + w_foggy  67  
11 rt_city street + w_overcast  5121  43 rt_parking lot + w_overcast  62  
12 tod_daytime + w_partly cloudy  4262  44 rt_city street + w_foggy  61  
13 rt_city street + w_snowy  3996  45 tod_night + w_partly cloudy  49  
14 rt_residential + w_clear  3800  46 tod_daytime + w_foggy  48  
15 rt_city street + w_rainy  3395  47 rt_highway + w_foggy  41  
16 rt_city street + tod_dawnDusk  2950  48 rt_parking lot + w_partly cloudy  33  
17 tod_daytime + w_snowy  2862  49 rt_parking lot + w_snowy  32  
18 rt_city street + w_partly cloudy  2561  50 rt_tunnel + tod_daytime  32  
19 tod_daytime + w_rainy  2522  51 rt_parking lot + tod_dawnDusk  30  
20 rt_highway + w_overcast  2336  52 rt_residential + w_foggy  27  
21 tod_night + w_snowy  2249  53 rt_parking lot + w_rainy  21  
22 tod_night + w_rainy  2208  54 rt_tunnel + tod_night  20  
23 tod_dawnDusk + w_clear  2004  55 tod_dawnDusk + w_foggy  15  
24 rt_residential + tod_night 1813  56 rt_tunnel + w_clear  8 
25 rt_highway + w_partly cloudy 1705  57 rt_tunnel + w_rainy  7 
26 rt_highway + tod_dawnDusk 1439  58 rt_parking lot + w_foggy  1 
27 rt_residential + w_overcast 1239  59 rt_tunnel + tod_dawnDusk  1 
28 tod_dawnDusk + w_overcast 1147  60 rt_tunnel + w_foggy  0 
29 rt_highway + w_rainy 1105  61 rt_tunnel + w_overcast  0 
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30 rt_residential + w_snowy 795 62 rt_tunnel + w_partly cloudy  0 
31 rt_highway + w_snowy 707 63 rt_tunnel + w_snowy  0 
32 rt_residential + tod_dawnDusk 599     

 
There are situations that are impossible to know or are unrealistic, such as, inside a 

tunnel know the weather is partly cloudy (number 62). In contrast, there are situations 
that are realistic and there are not enough images to be sure the accuracy of that 
combination. We are using a threshold of 100 images. For example, Road Type 
(Residential) + Weather (Foggy) [ID 52] has 27 images and the following mAP per label: 
 

Table 28. Label Accuracy Example of the Pair-wise Combination 
of Residential and Foggy Attribute Values 

Combination bike bus car motor person rider traffic 
light 

traffic 
sign 

train truck Average IoU 

residential + 
foggy  

0 0 57.61 0 0 0 0 100 0 0 56.98 15.76 

 
According with this label accuracy, the combination residential + foggy needs more 

images to detect objects that are in a residential area, such as, persons, bikes, etc. 
However, this label accuracy is not correct because there are not enough images to obtain 
the correct accuracy. 

Focusing on the remaining attributes, the following Road Type with any kind of 
Weather and Time of Day are candidates to be part of a KPI: 

• City Street 
• Highway 
• Residential 
• Parking lot 
• Gas Stations 
Regarding Tunnel, this attribute value is independent and needs to be checked alone 

in a KPI. For the remaining combination of Time of Day with Weather, all are valid. As 
consequence, 55 different KPIs can be created. 
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Example: KPI - Residential + foggy 
Figure 50 is an example of residential and foggy attribute value in BDD100k dataset. 

The solution designer has examined all images with residential and foggy attribute value, 
including the one in the example. After having the data, the solution designer is ready 
to define the KPI related to this combination. 

• What is your desired outcome? 
o Detect with a minimum value of 60% all labels except train and truck. These 

2 are not important because both are not allowed in residential areas. 
• Why does this outcome matter? 

o Because it is important to achieve ASIL D and avoid any health problem 
from detection failure. 

• How are you going to measure progress? 
o Using Accuracy of detecting objects and surprise adequacy. 

• How can you influence the outcome? 
o Adding images of specific labels and attributes that are low. For this purpose, 

we will use augmentation data. In this case, with the augmentation, we only 
found 21 more images that shares residential and foggy attributes. It is 
possible to force the augmentation mechanism and obtain more of these 
images. 

o Additionally, we can include more images if we use image processor 
applications to modify the current images in the dataset and add the 
modified ones to the dataset. 

Figure 50. An Example of Residential + Foggy Attributes 
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o In case of bad images such as images impossible to see anything, we can 
remove those images because they have too bad accuracy (<30%) and they 
only add noise to the training process. 

o Train individual detection model to work only with residential and/or foggy 
situations. 

• How will you know you’ve achieved your outcome? 
o When the augmentation of images is achieved 
o When the accuracy is better than 60% in all labels or at least in almost all 

of them. 
o Check the trained detection model using images from other datasets, such 

as nuScene. 
• How often will you review progress towards the outcome? 

o Every time a new KPI is checked. 
o If a new group of images with residential + foggy attribute from outside the 

dataset is used for inference and one of the labels (except truck and train) 
obtains lower accuracy than 60% 

With these questions answered, the KPI of residential and foggy combination is 
defined and it can be used for the solution designer or/and anyone that want to achieve 
robustness in BDD100k. In the future, all KPIs definition will be tested in other dataset 
to check how well it performs. In case the KPIs will need to be updated, they will be. 

7.6 Glossary 

Below is a list of technical terminology from the protocol that is described in Chapter 
7. For definitions not mentioned here, Section 2.3 of MLQM Guideline can be checked. 
 
Object Detection 

The task of identifying the presence and location of an object in an image. 
Annotation 

A set of ground-truth data identifying the area, location, and type (class) of an object 
in a given image; usually given as a rectangle enclosing the object (bounding box) and 
a label. 

Dataset 
A set of images and annotations used to train and validate a machine learning 
algorithm. 

Training 
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The process of teaching a model to detect objects by iteratively providing it with 
images and annotations from a subset of the dataset and correcting its parameters 
to improve results. 

Validation 
The process of evaluating the ability of a model to detect objects on a portion of the 
dataset that has not been seen during training. 

IoU (Intersection over Union) 
Also known as Jaccard index, IoU is the ratio between the size of the intersection of 
two sets and the size of their union. In the context of object detection, it measures the 
accuracy, in terms of location and size, of a predicted region with respect to a human-
annotated region of interest. 

Confusion Matrix 
A matrix reporting the number of True Positives (TP, existing predictions with 
corresponding ground-truth objects), False Positives (FP, existing predictions without 
corresponding ground-truth objects), True Negatives (TN, non-existing predictions 
without corresponding ground-truth objects) and False Negatives (FN, non-existing 
predictions for existing ground-truth objects). 

Precision and Recall 
Two measures of the object detection accuracy of a machine learning algorithm; 
defined from the confusion matrix. 
Here, Precision = 𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇) and Recall = 𝑇𝑇𝑇𝑇/(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹). 

mAP (mean Average Precision) 
A measure of object detection performance; given an IoU threshold, it is calculated 
as the mean of the average precision values for all classes of objects in the evaluation 
dataset, computed for predictions with IoU above the threshold. Average precision 
for all detections is the area under the precision vs. recall curve. 

FPS (Frames Per Second) 
The number of images that a machine learning algorithm can evaluate in one second. 

KPI (Key Performance Indicator) 
A specific target mAP that should be achieved by a machine learning algorithm. 

Contender Model 
A machine learning algorithm that is being considered as an object detection method 
for an automated driving system. 

Candidate Model 
A machine learning algorithm selected for development from a set of contender 
models.  
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8 Visual inspection of metal casting 
8.1 Business requirements 

8.1.1 Background 
In manufacturing process, some newly produced products may have defects due to 

various reasons. For example, in the surface of metal casting products, there exist small 
holes, crack, break and other defects. These defects negatively affect not only the 
appearance but also other qualities of the casting products. Therefore, defect detection 
based on visual inspection is a significantly meaningful topic in manufacturing. To detect 
these defective products, all industries have their quality inspection department. But 
the main problem is this inspection process is usually carried out manually. It is a very 
time-consuming process and due to variation or instability of human accuracy, this is not 
100% accurate. If the ratio of defective products does not match the customer’s 
requirement, it may bring a big damage to the company. Therefore, there is a growing 
need for using machine-learning based methodology for the automated defect inspection. 

8.1.2 Purpose/objectives 
• realizing the fast and automatic defect detection on every newly produced metal 

casting product 
• classifying the types of detected defects for equipment maintenance. 
• realizing a higher accuracy on casting defect detection than conventional 

manual detection, and reducing the human and economic cost on quality 
detection 

• realizing to detect product defects under human-unfriendly environments (e.g. 
night, strong reflection), and improve the safety on manufacturing process. 

8.1.3 Stakeholders of the AI system 
• Manufactories 
• Casting product users 

8.1.4 Initial demands of the stakeholders 
• Manufactories as well as casting product users expect this system can capture 

most of defective products so as to reduce cost of unqualified products and 
increase revenues. 

• Moreover, manufactories expect to have casting products’ test reports generated 
by the AI system to understand the quality of this series of casting products. 
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8.1.5 Details of the business requirements 
Assumptions 

• Images captured from metal casting product’s surfaces are enough to train a 
high accuracy AI model 

Dependencies 

• From the perspective of operation, the camera for image capturing should be set 
up on the top of casting product assembly line to take the top-view images 

• The captured images should be taken from the right angle 
• Images input to the AI system should be free of noise due to dusts. 

Constraints 

• Financial constraint: the overheads of AI system’s development and 
maintenance should be lower than that of detection by human inspection. 

Functional requirements 

• To recognize defective casting products 

Non-functional requirements 

• The accuracy should reach an adopted standard. 
• In the recognition process, different error criteria should be satisfied, e.g., false 

alarm rate and hit rate, should also reach the threshold given by the standard. 
• The system should be robust to images with different resolutions under the 

domain 
• The system should be robust to images captured from different brands of 

cameras. 

Out-of-scope issues 

• Locating the positions of defects on casting products’ surface is currently out-of-
scope of the system. 

Risk and safety related concerns 

• Unreliable AI systems may lead to shipment of unqualified products and 
unfulfilled expectations of customers. 

8.1.6 Requirements concerning external qualities 
The expected level of quality requirements in terms of three major external qualities 

for the AI software to be developed are given below: 

Safety 

• There is no concern about physical injury related to this system. Consequently, 
there is no requirement on that point, either. 
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• Shipping too many unqualified products brings negative impact on business. To 
prevent such shipment, the ratio of undetected defects must be sufficiently 
small. 

Performance: 

• The system should satisfy commonly used standards in metal casting industry. 
To this end, defect detection should perform according to the standards. 

• If the ratio of false rejection of qualified products is large, yield ratio drops or 
human confirmation may have to be introduced, which defeats the purpose of 
automation. Therefore, the false rejection ratio must be sufficiently small. 

Fairness 

• There is no concern for the fairness of the system, and there is no requirement 
on that point, either. 

8.1.7 Identifying the levels of external quality to be achieved 
Table 29: The levels of external qualities to be realized. 

External Quality Additional 

specification 

Assumed severity Realized level  

Safety AI Safety Level for 

human-related risks 

No physical damage is 

expected 

AISL 0  

AI Safety Level for 

economic risks 

Minor loss of profit; 

possible to avoid 

through monitoring by 

humans 

 

AISL 0.2 

 

Performance AI Performance Level 

in general 

KPIs will be identified 

beforehand but 

thresholds for each 

KPI may deviate based 

on other factors and 

best efforts will be 

provided 

AIPL 1 

 

Fairness there are no identifiable requirements for 

fairness of the product or service 

AIFL 0  
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8.2  Quality management steps 

In visual inspection study, there are a lot of applications, like fabric inspection, 
manufacture product inspection, car defect inspection, and so on. In this Reference Guide, 
we could focus on one specific application, namely focusing on the metal casting products 
and detecting the product’s surface defects. The dataset is based on the casting defect 
data [21]. Casting defect is an undesired irregularity in a metal casting process. There 
are many types of defects in casting like blow holes, pinholes, burr, shrinkage defects, 
pouring metal defects, metallurgical defects, etc. The selected dataset contains total 
7,348 image data. All these photos are top view of submersible pump impeller, and with 
the size of (300*300) pixels grey-scaled images. This dataset is already split for training 
and testing into two folders. Both train and test folder contain def-front and ok-front 
subfolders, as below 
train: 3758 images def-front and 2875 images ok-front 
test: 453 images def-front and 262 images ok-front 

8.2.1 A-1: Sufficiency of problem domain analysis 
According to the general definitions of sufficiency of problem domain analysis, in 

visual inspection applications, the requirements can be materialized to several aspects. 
For example, from the perspective of algorithm and structures, it is necessary to figure 
out suitable machine learning algorithms/structure for visual inspection problem, and 
the constructed visual inspection AI systems should be executed in real world situations. 
Requirements from the perspective of data are the definition of visual inspection problem 
domain, data coverage to all possible situations, and definition of high-risk cases. From 
the perspective of execution, setting KPIs is also needed at the PoC phase. 

AI model requirements 

If taking the casting defect data for visual inspection, the related problem involves 
defects detection and classification. Since the dataset contains only two categories of 

Figure 51. Examples of casting defect data 
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images, such as defect and normal data, it is a standard binary classification problem. 
Therefore, the general classification models like CNN [22], MLP [23], and ResNet [13] 
can be applied for visual inspection on casting defect data, and major components 
involving in these AI models include convolutional layers, max-pooling layers, full-
connection components, decision-making layer (namely classification layer). The KPIs 
like precision, recall and accuracy are also useful for evaluating the constructed AI 
models’ performance. 

Data type requirements 

Furthermore, there are also important requirements for types of machine learning 
data. The first is the type of inputs for AI modeling. Different with attributes for problem 
domain description, input for AI modeling should have concrete values and types 
(discrete or continuous). For the visual inspection system for the casting defect data, it 
requires that input are 1-channel grey format images, the targets are binary class labels 
representing defect or not. 

The second is the type of attributes for problem domain description. This requirement 
is more general, and both discrete and continuous values are acceptable. Usually, 
discrete values are more suitable to describe problem domain’s natural characteristics, 
e.g., strong light intensity, weak reflection and so on. 

Identifying relevant attributes and attribute values 

Based on the given casting defect data, we could identify some relevant attributes 
which would be useful to define the problem domain of the specific AI system. 
Considering the modeling process of developing a machine-learning-based system on 
metal casting data, input involve only top-view images of a given casting product. 
Therefore, some image attributes could be defined. For example, in the casting defect 
data, we can declare attribute requirements as follows 

• Type: defect, free 
• Brightness: strong, medium, weak 
• Contrast: strong, medium, weak 
• Exposure: strong, medium, weak 

Considering the casting defect data has only two types, such as defect and free images, 
here we can describe its problem domain with attributes like brightness, contrast, and 
an additional attribute exposure [24]. The distributions of those attributes are shown in 
Figure 52.  
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Since three attributes in Figure 52 are continuous, so we can design their domain for 
vision inspection requirement analysis, as presented in the following table. Meanwhile, 
with suitable thresholds, we can divide them into strong, medium, and weak cases for 
vision inspection problem description. 

Table 30 Problem domain of the given attributes 
Attribute Brightness Contrast Exposure 
Domain 0~1 0.4~0.7 0.1~0.9 

KPI requirements in the POC phase 

Furthermore, in the POC (Proof of concept) trial phase, usually the developers could 
propose some KPI requirements for the constructed machine learning based visual 
inspection systems. These KPI requirements can be made out from different perspectives, 
e.g., models, data, and performance. 

8.2.2 A-2: Coverage for distinguished problem cases 
For visual inspection applications, the quality coverage for distinguished problem 

cases involves three aspects. Firstly, it involves combination design based on visual 
inspection described in the previous section. Combinations are realized by attributes, 
and lead to division of cases (situations) for quality assurance. Secondly, this quality also 
involves the soundness of cases, which is directly related to the amount of data samples 
in each case. If a case has few samples, it may be regarded as unsound in visual 
inspection. Finally, this quality deals with analysis of high-risk cases, e.g., data samples 
in special situations may lead to incorrect defect recognitions or false defect detection. 

Attribute combination and case division 

The first content in the study of coverage for distinguished problem cases could be 
the design of data cases based on attribute combinations. As we know, the problem 
domain of visual inspection applications is constructed based on some description 
attributes. However, not all of values on each attribute are reasonable, moreover the 

Figure 52. Distributions of the attributes for the casting defect data. 

(a) brightness (b) contrast (c) exposure 
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combination of two attribute values may be also unreasonable even though these values 
reasonably belong to their attribute domain. In this way, analysis on case division and 
attribute combination is required in this stage. 

For example, taking the casting defect data for experiments, according to the 
distribution of attributes in the problem domain design stage, we can design case division 
in the problem domain for AI quality assurance. 

Let’s assume we divide the problem domain for each attribute (brightness, contrast, 
exposure) into 10 sub-cases. The cases with different attribute combination are 
summarized as below. 

Table 31. Case division with different number of attribute combinations. 
 Amount 

One combination: 30 cases 

Two combinations: 300 cases 

Three combinations: 1000 cases 

Corner cases/high-risk cases 

After the design of attribute combination and case division, we can obtain a number 
of data cases. Since this case division is actually the reflection of dividing the problem 
domain, these cases are more refined in data description. Moreover, we can further find 
high-risk or unsound data regions, namely unsound cases, based on the case division. 
Unsound cases/high-risk cases 

It is easily understood that unsound cases are those that should not exist in visual 
inspection in the real world. For example, if we normalize the values of brightness 
attribute into domain [0,1], a defect image can be completely dark (brightness=0) or 
completely bright (brightness=1). Such image is unsound. Moreover, with pair-wise 
attribute combination, too dark or too bright cases cannot have strong contrast, so these 
cases are also regarded as unsound cases. 

High-risk cases are different from unsound cases in that they can exist in the real 
world for visual inspection. For example, the blowhole defect data indeed exists in the 
real world and causes problems if gets shipped undetected but is hardly detectable by 
visual inspection. In consequence, this type of defects must be excluded from the target 
of visual inspection. 
Corner case data detection 

Similarly, to the execution of traditional software, a dangerous condition in AI system 
testing may arise in processing data of corner cases, which could generally cause 
incorrect and unexpected behaviors [25]. For example, when a deep learning(DL)-based 
autonomous driving system processes corner cases of rainy weather or strong reflection, 
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an incorrect decision may be made and lead to a crash bringing the loss of life and 
property [26]. Therefore, detecting corner-case samples is important in AI testing. 
According to the above description of corner cases, we can define the corner case set [27] 
as follows: 

𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 𝒄𝒄𝒄𝒄𝒄𝒄𝑪𝑪 𝒄𝒄𝑪𝑪𝒔𝒔: {𝒙𝒙| 𝑫𝑫𝑫𝑫(𝒙𝒙+ 𝒑𝒑𝑪𝑪𝑪𝑪𝒔𝒔𝒑𝒑𝑪𝑪𝒑𝒑𝒄𝒄𝒔𝒔𝒑𝒑𝑪𝑪𝑪𝑪) ≠ 𝒍𝒍𝒄𝒄𝒑𝒑𝑪𝑪𝒍𝒍(𝒙𝒙)} (1) 
Where, x denotes a sample in corner case; its true label is denoted as label(x); DL(*) is 
the output class based on a given DL model. Through this definition, we see when a small 
perturbation is added to a corner-case data x, where |𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝| < 𝜀𝜀 and 𝜀𝜀 > 0 is a 
small value, the class recognized by the DL system will be different with its true label. 
In this way, a corner case set can include data samples with both incorrect and 
unexpected behaviors, e.g., boundary adversarial data and incorrectly classified data 
(outliers), as shown in Figure 53. 

Two class of data are colored as blue and red. Data of corner cases is colored as green. 
They include incorrectly classified data as well as data close to the classification 
boundary, which tend to cause unexpected recognition. 

8.2.3 B-1: Coverage of datasets 
When constructing a machine learning based visual inspection system, coverage of 

data contains two perspectives, such as global coverage and local coverage. The global 
coverage mainly to consider the data’s diversity in dataset design, for example training 
data coverage and testing data coverage. According to the general coverage definition, 
training data coverage aims to guarantee that enough data in the problem domain for 
training are available and that no inappropriate learning behavior occurs in visual 
inspection process due to lack of data. The purpose of testing data coverage is to evaluate 
the behavior of the constructed visual inspection system in the problem domain as 
completely as possible. Local coverage is to study the data distribution in each designed 
case. There are a lot of strategies of calculating the local coverage, e.g. case coverage, 

Figure 53. Diagram of corner case. 
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attribute-based coverages, neuron-based coverages and surprise coverage. 

Case coverage 

Directly from the coverage definition, it is easy to define a simple coverage metric 
from the data amount since data coverage initially describes the amount and diversity 
of data in problem domain. If case division divides the whole problem domain of visual 
inspection into refined small cases with attribute combinations, then these cases can 
reflect the diversity of attributes as well as the diversity of value range. Then, data 
amount or data percentage can be easily used for describing coverage. 

Attribute coverage 

Another coverage metric can be defined from the attributes used in problem domain. 
In this way, we could use the values of the attributes to characterize dataset’s coverage. 
Since the internal logic of a DNN is mostly programmed by data, the statistical 
distribution of original data is very important. The coverage of each feature has great 
influence on the final output of a DNN model as well as the corner-cases whose output 
values rarely occur. 

For example, given an attribute x(n), the k-multisection coverage measures how 
thoroughly the given test dataset T covers the range [𝑙𝑙𝑝𝑝𝑤𝑤𝑛𝑛, ℎ𝑝𝑝𝑖𝑖ℎ𝑛𝑛] (𝑝𝑝 specifies n-th 
attribute, 1 ≤ 𝑝𝑝 ≤ 𝑚𝑚, and 𝑚𝑚 is the number of attributes). To quantify this, we divide the 
range [𝑙𝑙𝑝𝑝𝑤𝑤𝑛𝑛, ℎ𝑝𝑝𝑖𝑖ℎ𝑛𝑛] into k equal sections (i.e., k-multi-sections), for k > 0. We write 𝑆𝑆𝑖𝑖𝑛𝑛 
to denote the set of values in the ith section for 1 ≤ i ≤ k. 
If x(n) ∈𝑆𝑆𝑖𝑖𝑛𝑛, we say the i-th section is covered by the test input x. Therefore, for a given 
test dataset T and the feature x(n), its k-multisection coverage is defined as the ratio of 
the number of sections covered by T and the total number of sections, i.e., k in our 
definition. We define the k-multisection coverage of a feature n as: 

𝑲𝑲𝑲𝑲𝑪𝑪𝑪𝑪𝑲𝑲[𝒙𝒙(𝑪𝑪),𝒌𝒌] =
|{𝑺𝑺𝒑𝒑𝑪𝑪 | ∃𝒙𝒙 ∈ 𝑻𝑻: 𝒙𝒙(𝑪𝑪) ∈ 𝑺𝑺𝒑𝒑𝑪𝑪 }|

𝒌𝒌
(2) 

Then, we further define the k-multisection coverage of the test set T as: 

𝑲𝑲𝑲𝑲𝑪𝑪𝑪𝑪𝑲𝑲[𝑻𝑻,𝒌𝒌] =
∑ |{𝑺𝑺𝒑𝒑𝑪𝑪 | ∃𝒙𝒙 ∈ 𝑻𝑻 ∶ 𝒙𝒙(𝑪𝑪) ∈  𝑺𝑺𝒑𝒑𝑪𝑪 }|𝟏𝟏≤𝑪𝑪≤𝒎𝒎

𝒌𝒌 ∗ 𝒎𝒎
(3) 

Neuron-based coverage 

For neuron-based coverage metrics, the basic one is Neuron Coverage (NC) [28] which 
was first proposed to drive automated generation of test data. It is simply defined as the 
percentage of neurons that were activated by at least one input of the test dataset. 
 For example, assume D be a trained DL model composed of a set N of neurons. The 
neuron coverage of the input x w.r.t. D is given by 
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𝑵𝑵𝑪𝑪(𝒙𝒙) =
|{𝑪𝑪 ∈  𝑵𝑵 | 𝒄𝒄𝒄𝒄𝒔𝒔𝒑𝒑𝑲𝑲𝒄𝒄𝒔𝒔𝑪𝑪 (𝑪𝑪,𝒙𝒙)}|

|𝑵𝑵|
(4) 

where activate(n, x) holds true if and only if n is activated when passing x into D. 
Several other neuron-based coverage metrics like K-Multisection Neuron Coverage 
(KMNC), Neuron Boundary Coverage (NBC), Neuron Activation Coverage (NAC) and 
Strong Neuron Activation Coverage (SNAC) are also described in the literature [29]. 

Surprise coverage 

Surprise Coverage (SC) [19] is one kind of new coverage metric which is based on the 
data’s surprise. For example, in the literature, distance-based surprise adequacy (DSA) 
is used to describe data’s diversity and novelty and shown to be useful to detect corner 
case data. Therefore, here we use bucketing to discretize the value space of surprise and 
define the Distance-based Surprise Coverage (DSC). Given an upper bound of U, and 
buckets 𝐵𝐵 = {𝑝𝑝1,𝑝𝑝2, …𝑝𝑝𝑛𝑛} that divide (0,𝑈𝑈] into n SA segments, SC for a set of inputs 
X is defined as follows: 

𝑺𝑺𝑪𝑪(𝑿𝑿) =
� �𝒑𝒑𝒑𝒑�∃𝒙𝒙 ∈ 𝑿𝑿 ∶  𝑺𝑺𝑺𝑺(𝒙𝒙) ∈ �𝑼𝑼 ∙ 𝒑𝒑 − 𝟏𝟏

𝑪𝑪 ,𝑼𝑼 ∙ 𝒑𝒑𝑪𝑪���
𝑪𝑪

(5) 

A set of inputs with high SC is a diverse set of inputs ranging from similar to those 
seen during training (i.e., low SA) to very different from what was seen during training 
(i.e., high SA). In situations where an input set for a DL system should not only be 
diversified but systematically diversified, considering SA should facilitate doing so. 
Recent results [30] showed that more distant test inputs were more likely to lead to 
exceptions but might not be as relevant for testing. 

8.2.4 B-2: Uniformity of datasets 
Generally and also in visual inspection applications, not only we need to prepare 

sufficient training data for combinations of attribute values with risks which should be 
avoided by making correct judgments when risk avoidance is strongly sought, but also 
we must strike a balance between the following goals, one to provide such combinations 
with sufficient training data even if it entails deviation of the training data distribution 
from the real world, and the other to provide a training dataset whose distribution closely 
follows the real world. 

Mathematical description 

According to the above definitions, a simple way to evaluate uniformity of data could 
be realized on the assumption of the known distribution of data. Assuming that the real 
data distribution is F0(x) and the given training data or testing data has a distribution 
function F1(x), the difference between these two distribution functions are a possible 
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indicator to evaluate the evenness. Generally, Kullback-Leibler divergence [31] is good 
way to calculate this difference, defined as 

𝑫𝑫𝑲𝑲𝑫𝑫(𝑭𝑭𝟎𝟎‖𝑭𝑭𝟏𝟏)  =  � 𝑭𝑭𝟎𝟎(𝒙𝒙) 𝐥𝐥𝐥𝐥
𝑭𝑭𝟎𝟎(𝒙𝒙)
𝑭𝑭𝟏𝟏(𝒙𝒙)𝒅𝒅𝒙𝒙𝒙𝒙∈𝑪𝑪𝑪𝑪𝑲𝑲

(6) 

Evenness between training and testing sets 

While we have known that the uniformity of data actually means the evenness of 
data, one meaningfull evaluation technique affecting AI quality is the evenness between 
training data and testing data. By taking the casting defect data as an example, we can 
also take image brightness and contrast, the two most common description attributes of 
images, as example and get the distribution of these two attributes on both training and 
testing datasets. 

It is seen that the distribution of attributes in training and testing are also uniform, 
which also make the final machine learning based visual inspection system achieve 
similar performance. 

Uniformity across cases 

On the other hand, the uniformity of dataset requires to guarantee the sufficient 
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amount of data for high-risk cases, namely the uniform data amount as common cases. 
In this way, it illustrates the uniformity across different cases. If data is not even, AI 
performance will be greatly affected, for example, the data imbalance problem reduce 
the accuracy in classification applications. While data collected from the real-world is 
generally unbalanced, subsequently small cases also have unbalanced data coverage. 
Considering visual inspection problems mainly involve classification, data 
imbalance/unevenness problem is important to guarantee AI quality. 

8.2.5 B-3: Adequacy of data 
This internal quality is not discussed in this version of Reference Guide. 

8.2.6 C-1: Correctness of trained models 
The correctness in visual inspection can be described by correct detection of defects 

as well as correct recognition of defect types. The visual inspection KPIs proposed in 
Section 8.2.1, e.g., precision, recall and accuracy, can be used for AI quality evaluation in 
the correctness analysis. 

General correctness metrics 

As we know, the major problem involved in visual inspection is the classification of 
defects into different defect types. Then, the general classification evaluation metrics can 
be transferred into machine learning based visual inspection systems. 

Moreover, metrics based on confusion matrix [32] can also be used for classification 
evaluation, which aims at models whose output format is event or label, e.g., 
classification and clustering. The confusion matrix is defined below 

Table 32. Confusion Matrix 

 
Observed Condition 

Observed Positive Observed Negative 

Predicted condition 
Predicted True TP FP 

Predicted False FN TN 

From the above table, four events are defined, namely true positive events (TP), false 
positive events (FP), false negative events (FN), true negative events (TN). According to 
the number of these events, several metrics could be defined, including recall, precision, 
accuracy and so on. Their definitions are presented below. 

Accuracy: Accuracy is given by the relation: 

𝑺𝑺𝒄𝒄𝒄𝒄𝒑𝒑𝑪𝑪𝒄𝒄𝒄𝒄𝑨𝑨 =
𝑻𝑻𝑻𝑻 + 𝑻𝑻𝑵𝑵

𝑻𝑻𝑻𝑻 + 𝑻𝑻𝑵𝑵 + 𝑭𝑭𝑻𝑻 + 𝑭𝑭𝑵𝑵
(7) 
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However, there are problems with accuracy. It assumes equal costs for both kinds of 
errors. A 99% accuracy can be excellent, good, mediocre, poor or terrible depending upon 
the problem. 

𝑹𝑹𝑪𝑪𝒄𝒄𝒄𝒄𝒍𝒍𝒍𝒍 =
𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻 + 𝑭𝑭𝑵𝑵
(8) 

Recall: Recall can be defined as the ratio of the total number of correctly classified 
positive examples divided by the total number of positive examples. High recall indicates 
the class is correctly recognized (a small number of FN). 

𝑻𝑻𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪 =
𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻 + 𝑭𝑭𝑻𝑻
(9) 

Precision: To get the value of precision we divide the total number of correctly 
classified positive examples by the total number of predicted positive examples. High 
precision indicates an example labelled as positive is indeed positive (a small number of 
FP). 

 High recall, low precision: This means that most of the positive examples are 
correctly recognized (low FN) but there are a lot of false positives. 

 Low recall, high precision: This shows that we miss a lot of positive examples 
(high FN) but those we predict as positive are indeed positive (low FP) 

Since we have two measures (precision and recall) it helps to have a measurement 
that represents both of them. We calculate an F-measure which uses harmonic mean in 
place of arithmetic mean as it punishes the extreme values more. The F-measure will 
always be nearer to the smaller value of precision or recall. 

𝑭𝑭_𝒎𝒎𝑪𝑪𝒄𝒄𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪 =
𝟐𝟐 ∗ 𝑹𝑹𝑪𝑪𝒄𝒄𝒄𝒄𝒍𝒍𝒍𝒍 ∗ 𝑻𝑻𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪
𝑹𝑹𝑪𝑪𝒄𝒄𝒄𝒄𝒍𝒍𝒍𝒍+ 𝑻𝑻𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪

(10) 

By taking the casting defect data as the example, we can analyze the correctness of 
different models on vision inspection. As we have discussed in the first quality sufficiency 
of problem domain analysis, the vision inspection based on casting defect data is a 
standard binary classification problem. Here three classification models, CNN, VGG16 
[33] and ResNet34, are applied to construct the vision inspection systems. Their training 
parameters are presented in the following table. 

Table 33. Parameters of three models for casting defect data. 
 Batch size # of epochs Learning rate Training 

accuracy (%) 

CNN 64 10 0.0002 99.17 

ResNet34 64 10 0.0002 99.44 
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VGG16 64 10 0.0002 92.76 

In this table, the correctness of each AI model is described by the classification 
accuracy, and only the training accuracy is presented. Furthermore, we evaluate these 
trained models on the testing data and study their performance on the correctness 
quality as the Guideline requires. Results of correctness analysis are shown below. 

Correctness on corner case data detection 

According to the definition of correctness of the trained model, we can see this quality 
involves not only the evaluation on the correct behaviors, but also the erroneous 
behaviors. Therefore, here we propose a new metric that mainly focus on the evaluation 
of error-inducing data which is namely the corner case data described in coverage for 
distinguished problem cases (Section 8.2.1). To quantitatively evaluate the correctness 
of AI model on corner case data detection, here we propose a metric as corner-case data 
coverage as the following form 

𝒄𝒄𝑪𝑪𝑲𝑲(𝑲𝑲𝒔𝒔𝒕𝒕) =
𝒄𝒄𝒄𝒄𝑪𝑪𝒅𝒅({𝒅𝒅|𝒅𝒅 ∈ 𝑪𝑪𝑫𝑫, 𝑫𝑫𝑺𝑺𝑺𝑺(𝒅𝒅) > 𝑲𝑲𝒔𝒔𝒕𝒕})

𝒄𝒄𝒄𝒄𝑪𝑪𝒅𝒅(𝑪𝑪𝑫𝑫) × 𝟏𝟏𝟎𝟎𝟎𝟎% (11) 

where, vth is a given threshold; 𝐶𝐶𝐶𝐶 represents the dataset of corner case data; 𝑐𝑐𝑝𝑝𝑝𝑝𝑐𝑐( ) 
is the cardinality; we use DSA for corner case detection here, and {𝑐𝑐} represents the set 
consisting of all detected corner case data which have DSA values larger than the given 
threshold. 
 Example 
For example, by taking the casting defect data as the study case, we can apply some 

corner case descriptors to detect the corner case data in the original data, e.g., distance-
based surprise adequacy (DSA) applied here. Then, a general CNN model with 2 
convolutional layers and 2 full-connection layers is constructed for visual inspection. 

Figure 55. Accuracy of three models on training and testing processes. 
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After modeling and training, the final testing accuracy can reach 97.90% on this casting 
data. Performances of corner case data detection based on DSA are shown in the 
following figure. 

In Figure 56, four kinds of DSA modifications [27] are considered for performance 
analysis on corner case detection. In Figure 56 (a), the ROC curves are plotted via values 
of FPR (false positive rate) and TPR (true positive rate, namely recall) to evaluate 
performance of corner case detection. In Figure 56 (b), the proposed corner case data 
coverage is calculated, where X-axis illustrates data are sorted as DSA descending 
direction. When a specific value Xt is chosen at x-axis, it means there are Xt points with 
the largest DSA values are considered to calculate corner case data coverage, namely, to 
calculate the percentage of erroneous behaviors in visual inspection. 

8.2.7 C-2: Stability of trained models 
The stability of machine learning based visual inspection systems may involve the 

following issues. First, the adversarial attack will affect the stability of visual inspection 
systems. For example, when a small amount of noise is added to a defect image which is 
input to the trained visual inspection system, the system sometimes behaves 
significantly differently, namely its stability is destroyed. These noises can be either 
random noise in nature (e.g., dirty camera lens) or adversarial perturbation caused by 
malicious attacks. Second, the robustness of AI models is also a factor of stability for the 
visual inspection systems. For example, when a machine learning based model is overfit, 
the corresponding system will be sensitive to data, i.e., it will tend to make wrong 
decision on data far away from the distribution of the training dataset. 

Mathematical definition 

In software engineering terminology, the standard denotation of robustness [34] is 
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Figure 56. Performance of corner case data detection. 
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described as: “The degree to which a system or component can function correctly in the 
presence of invalid inputs or stressful environment conditions”, which is similar to the 
stability description above. Then, we can translate this definition in mathematical 
languages as below. 
Definition 1 (Robustness) [35]. Let S be a machine learning system. Let E(S) be the 
correct output of S. Let δ(S) be the machine learning system with perturbations on any 
machine learning components such as the data, the learning program, or the framework. 
The robustness of a machine learning system is a measurement of the difference between 
E(S) and E(δ(S)): 

𝑪𝑪 =  𝑬𝑬(𝑺𝑺)−  𝑬𝑬�𝜹𝜹 (𝑺𝑺)� (12) 
Where, r represents a kind of robustness measurement which actually measures the 
resilience of an ML system’s correct output in the presence of perturbations. 

A popular sub-category of robustness is called adversarial robustness. For 
adversarial robustness, the perturbations are designed to be hard to detect. Here, local 
adversarial robustness is introduced. 
Definition 2 (Local Adversarial Robustness) [35]. Let x a test input for an ML model h. 
Let x’ be another test input generated via conducting adversarial perturbation on x. 
Model h is δ-local robust at input x if for any x’. 

∀𝒙𝒙′: �|𝒙𝒙 − 𝒙𝒙′|�𝒑𝒑 = 𝜹𝜹 → 𝒕𝒕(𝒙𝒙) = 𝒕𝒕(𝒙𝒙′) (13) 
�|∙|�𝑝𝑝 represents p-norm for distance measurement. 

Robustness measurement methodology [36] 

According to the definition of robustness, robustness measurement is actually to 
determine the minimum perturbation causing testing data to make a different decision. 
In the following Figure 57 (a), for a linear binary classifier, the minimal perturbation to 
change the DL model’s decision-making on a given testing point x0 is the minimum 
distance from x0 to the hyperplane F, described as the following form 

𝐫𝐫∗(𝐱𝐱𝟎𝟎) = 𝐚𝐚𝐫𝐫𝐚𝐚𝐚𝐚𝐚𝐚𝐥𝐥 ‖𝑪𝑪‖𝟐𝟐
𝒄𝒄. 𝒔𝒔. 𝒄𝒄𝒑𝒑𝒔𝒔𝑪𝑪�𝒇𝒇(𝒙𝒙𝟎𝟎 + 𝑪𝑪)� ≠ 𝒄𝒄𝒑𝒑𝒔𝒔𝑪𝑪�𝒇𝒇(𝒙𝒙𝟎𝟎)�

(14) 

Similarly, for a multi-classes classifier which is assumed to consist of a set of binary 
classifiers, as shown in Figure 57 (b). The robustness measurement of DL model to x0 
can also be calculated as the minimum distance from x0 to the classification boundary. 

Moreover, for an arbitrary classifier which is not linear, the robustness measurement 
can be calculated via iteration process. Since, at each step of iteration, the differential 
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part of classifier can be regarded as linear. 

Robustness measurement with consideration of corner case data 

Moreover, considering that the stability quality needs to avoid overfitting, one more 
useful application is to consider the corner case data’s influence on the robustness 
analysis of AI model [37]. Different from accuracy analysis, here we consider detecting 
corner case data in training data and deleting the detected corner case data for model 
retraining, as described below. 

In this way, the trained model will be more robust, since it gets rid of the influence of 
boundary points (corner case data) and reduces the risk of model overfitting. Taking the 
casting defect data as an example, a general CNN model is constructed for this vision 
inspection problem. To measure the robustness of this model, we apply the mentioned 
methodology above in experiments. Results of robustness measurement are shown in the 
following table 

(a) Linear binary classifier (b) Multi-class classifier consisting 
of multiple binary classifiers. 

Figure 57. Robustness of classifiers 

Figure 58. Robustness improvement. 
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Table 34. Robustness measurement on the casting data 

  L1 L2 Lꝏ 

Model 1 Min 0.0010 0.0088 0.3115 

Max 0.7421 7.0115 264.2126 

Mean 0.1890 1.9058 69.4177 

Model 2 Min 0.0024 0.0240 0.8842 

Max 0.7653 7.0000 261.8947 

Mean 0.2026 1.9730 72.4405 

To improve the robustness of AI models, the mentioned technique is also applied here. 
For example, we delete top-k corner case data from the original training data then 
retrain the vision inspection model with the remaining data. Subsequently, the 
robustness of the retrained model (Model2) is compared with that of the original model 
(Model1) as shown in Table 34. The robustness measurement (RM) is also computed with 
L1, L2 and Lꝏ norm. It is also seen that the retrained model has relatively larger values 
on these three kinds of RM, implying the conclusion that retraining AI models based on 
a training set with corner case data removed can improve models’ robustness. 

8.2.8 D-1: Reliability of underlying software systems 
This quality needs to guarantee the dependability of models, data and the execution 

environment. For example, for given datasets, such as the casting defect data, there are 
some open-source codes available from websites. If the developers use them directly into 
the final visual inspection system development, they should be responsible for ensuring 
sufficient quality. 

For the possible methods on dependability evaluation, the conventional quality 
management methods in software engineering can be also applied in the machine 
learning based vison inspection systems. However, the following aspects should be 
considered in this quality assurance. 

First, the consistence between the developing environment and the actual operation 
environment. To develop a program for visual inspection problem, there are many choices 
for environment selection. To guarantee the final software can be executed successfully, 
the environment involving operation system, engine, version, is required to be 
determined. For example, the general deep learning system development, e.g., machine 
learning based visual inspection systems, can be developed based on Python. 

Second, the hardware for visual inspection is an important factor affecting the 
system’s dependability. For example, in visual inspection applications, the inputs are a 
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series of images, so the training process is usually based on GPU in computation, even 
servers or cloud computing. However, when transferring this system into a real scenario 
for defect detection, there is no way to guarantee the local platform satisfying these 
hardware requirements as well. If not, the operation of vison inspection will be paralyzed. 
Therefore, hardware requirement should be considered in dependability assurance. 

Third, memory requirements may also affect the dependability quality. This factor 
may determine the image size of inputs, the size of parameters, batch size for training 
and testing. If a large memory is used for training and developing but a small one for 
testing, then the dependability of the visual inspection systems cannot be guaranteed. 

8.2.9 E-1: Maintainability of quality in operation 
The term maintainability of quality in operation means that internal qualities 

fulfilled at the time when the operation started is maintained throughout the operation 
period. Therefore, internal qualities 1) can sufficiently respond to changes in external 
environments and 2) prevent the quality from deteriorating due to changes in trained 
machine learning models made for such response. 

According to the definition on this new AI quality, two possible topics can be studied 
in the machine learning based visual inspection systems. 

The first one is how to carry out additional learning. For example, in visual inspection, 
if a new type of defects is found, the machine learning based system should be retrained 
to adapt itself to this new kind of defects. The additional learning makes the visual 
inspection systems updated to new situations. 

The second one is how to carry out the iterative training. This requirement is mainly 
applied for adaptive learning or online learning. It makes sense that the trained vison 
inspection model based on a given defect dataset is not possible to be perfect since the 
data amount is always finite. To improve the system’s performance, we can slightly tune 
the parameters when new defect images or corner case data are input to the system. 
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9 Postal code analysis 
9.1 Introduction 

In this section, we will discuss the problem of postal code analysis. This problem 
refers to identifying written numerical digits which is very similar to popular MNIST 
digit classification problem. In the later sections, we will go in more details about the 
problem followed by some possible solutions. 

This section has been written to accumulate many ideas and analysis done by 
researchers to come up with a solution to postal code analysis. The complete analysis 
will be explained here based on MLQM Guideline written by AIST. The goal of this 
section is not only analyzing postal code problem but also validating the self-sufficiency 
of the Guideline. The reader of this report can expect to gather knowledge about: 

• Details of the postal code analysis problem and analysis of real cases 
• Challenges and methods for data management 
• Introducing AI to our problem 
• Methods and ideas about validating data and AI models 
• Thoughts about future maintenance and handling 

9.2 Business requirements 

9.2.1 Problem definition (use case) 
AI model will identify different numerical digits (one at a time) robust to various 

handwritings to make the post-codes on envelope machine-readable and segregate 
letters and parcels according to their code. Each digit of a post-code will be identified 
independently; so, a supporting software will work alongside the AI to draw single digit 
images for inputs and to accumulate the outputs of the AI. Post office (postal services) 
has been chosen here as a client of the product. 
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As shown in Figure 59, first, the machine takes images of each number of the code 
sequentially, preprocesses and inverts color. Preprocessing may include centering the 
number, adding more contrast etc. Then the images are passed to a trained classifier 
which outputs the prediction. This is a simple description of postal code detecting 
machine. In the following section, we will discuss what specifications are needed for each 
part of the machine. 

9.2.2 Background 
Postal code is a shorthand reference to help in specifying addresses for the postal 

service. In most countries the ZIP/postal code contains enough information to identify 
the city name and the state/region which not only minimizes the necessity of abundant 
addresses but also indicates possibility of automatic sorting of posts in quick time. This 
will save a lot of time and manpower of any posts company or government organization. 

9.2.3 Purpose/objective 
The report will mainly focus on the AI implementation of handwritten postal code 

detection. But there will be an input system to gather and prepare model inputs and an 
output system to use the model outputs effectively. The pre-processing of images and 
post-processing of predictions will also be defined and develop in the development phase. 
But if we concentrate only on the AI model, the objective can be defined as follows. 

• A trained AI model will identify handwritten numerical digits from images. 
• The model will consider various disturbances in the input images (selected and 

ranged by the developers and approved by the stakeholders). 
• The AI model needs to be less complex, hence fast operation. 

9.2.4 Stakeholders of the product 
The automated handwritten postal code detection system has the following 

stakeholders: 

Figure 59. An overview of the workflow of Postal Code Analysis machine. 
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• Postal agency (including investors and authority; the user of the system) 
• Employees (operators of the system) 
• Users/customers (users of postal services) 

9.2.5 Initial demands of the stakeholders 
• All stakeholders will want accurate outputs from the product. 
• The postal agency will demand fast inference time to compete in the economic 

market efficiently. 
• The agency will want the product to be cost effective as well for operation cost 

reduction. 
• From service provider’s (employees) point of view, the use of the product must be 

easy and understandable. 
• To make the product user friendly, the AI needs to be capable with image 

variations for input flexibility; for example, use of different inks for writing or 
different color paper background etc. 

• The postal agency may demand acceptance of a wide variety of handwritings to 
improve efficiency of processing mails and parcels from as many customers in the 
market as possible. 

9.2.6 Details of the business requirements 
Functional requirements 

• The AI will detect handwritten digits (0-9). 
• It will take fixed size grey scale/RGB images as input. 
• If the AI is doubtful about a digit recognition, it should keep a log which will be 

checked manually later. 

Non-functional requirements 

• The product system needs to work fast; a postal agency will want the recognition 
system to output within a second. 

• The model should have noise handling capability and acceptability of various 
styles of handwritings. 

Assumptions 

• For handwritten digit recognition, the model will receive as clear and noise-free 
images as possible. 

Dependencies 

• Cases in which the system has doubts and/or fails will be monitored during the 
maintenance phase. This helps system updates in operation phase. 
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Constraint 

• Data constraints: To develop the initial product developers need to use only 
publicly available datasets. 

Out-of-scope issues 

• Typed fonts are considered out-of-scope for this AI model. 

Risk and concerns 

• Wrong identification of postal code can mislead the distribution of posts and 
result in financial and time loss. 

9.2.7 Requirements concerning external qualities 
Based on the business requirements described above we will set some external 

qualities to be achieved. Designed following MLQM Guideline, these external qualities 
are more comprehensible for developers and evaluators. 

Safety 

• There is no safety concern for human related risk/accident from the product. 
• There is safety concern for economic loss from the product which is closely related 

to model’s performance. 

Performance 

• The model needs to show equal performance in operational phase compared to 
development phase on defined KPIs. 

• The class-wise performance should be equivalent to the overall performance. 

Fairness 

No fairness issues. 

9.2.8 Defining the levels of external qualities 
Table 35. The levels of external qualities to be realized. 

External 
Quality 

Additional 
specifications 

Assumed severity Realized 
level 

Safety AI safety level for 
human related risk 

No physical damage for humans 
is expected. 

AISL 0 

AI safety level for 
economic risk 

Considerable damage to assets; 
possible to avoid through 
monitoring by humans. 

AISL 1 
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Performance AI performance 
level overall 

Strong expectation that the 
product or service satisfies 
certain KPIs for the system’s 
operation. 

AIPL 2 

AI performance 
level class-wise 

Strong expectation that the 
product or service satisfies 
certain KPIs for the system’s 
operation. 

AIPL 2 

Fairness AI fairness level 
overall 

no requirement for fairness of 
the product or service 

AIFL 0 

9.2.9 Conclusion 
This section on business requirements is written from the business owner’s point of 

view. The business demands and external quality of the product are defined using 
assumption. In real case, a team consists of business or marketing persons and product 
developers will make all decisions and define realized level to achieve for each external 
quality. This section will help both developers and business owners to communicate with 
each other and decide on the product requirements. 

9.3 Product specification 

In this part, we will describe the specifications of the final product or the anticipation 
of client about the AI solution. For the specific problem of postal code analysis, the 
specifications or descriptions can be stated like below. 

9.3.1 Data related specification 
• Classification using image data: Digit identification needs to be done using only 

image data. We can get the images by cropping boxes from scanned documents. 
Later these images can be gray scaled or inverted for computational ease. 

• Ink used for writing: People can use pencil or pen for writing. Pencils can vary at 
graphite grading where gel pen can spread ink over the document. So, black ball-
point pen is the tool to write the numbers. 

• Declaring prohibited patterns of input (handwriting): Since there are infinite 
number of hand writings, it is necessary to define some unacceptable patterns 
which are ambiguous for proper identification. For example, loop of ‘9’ must be 
closed otherwise the pattern will be similar as ‘4’. 
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9.3.2 Model specifications 
• Type of learning: Supervised 
• Type of AI model: Classification 
• Model architecture: CNN 
• Task to perform (identifying numbers): Postal code consists of only numerical 

digits. So, the machine needs to be capable of identifying ten digits (from 0 to 9). 

9.3.3 KPI specifications 
• Accuracy: accuracy, recall, precision, F-measure etc. 
• Stability/robustness: mutational robustness, distance-based surprise adequacy 

(DSA), etc. 

9.4 Introduction of the datasets 

9.4.1 Exploring dataset 
Postal code detection or digit recognition is a supervised classification problem in the 

AI region. So, a dataset will be involved for training and testing purpose. To manage the 
dataset, we can do any of the following: 

We can use any open-source dataset. For example, 
• The MNIST database [38] 
• USPS dataset - Handwritten digits [39] 
• ARDIS – the Swedish dataset of historical handwritten digits [40] 

We can use multiple datasets combined. We also can build our own dataset as per 
requirements. 

Among all of these, MNIST is the most popular dataset of handwritten digits and so 
it will be used for our analysis throughout this section. 

9.4.2 MNIST dataset 
MNIST dataset holds 70,000 image data where 60,000 are training data and the rest 

are for testing. These are gray scaled images having dimensions 28X28. It is written in 
the description of the dataset that there were 250 different writers involved in making 
this. The digits were also centered by computing the center of mass of the pixels. 

When we choose a dataset to work with or train a model, it is necessary to decide on 
the targeted region of the solution. For the postal code detection problem, we need to 
clarify for which country or area of the world the solution will be used. If we know that, 
we need to build dataset based on that region. Other than dataset, the evaluation 
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procedures defined by MLQM Guideline are universal. We know, MNIST is a US based 
handwritten dataset [41], so a classifier trained on MNIST will be suitable for the US 
people. 

9.4.3 Sample of input data 

A sample of input data (image) for the model is given in Figure 60. It is a gray scaled 
28X28 image with color inverted and high contrast. This is one of the images from the 
test set of MNIST dataset. The digit is well defined, but it is not fully centered from 
practical point of view. So, for many reasons, we need to analyze the distribution and 
orientation of the images for later use. This part is referred to as MLQM assessment. 

9.5 Quality assurance procedures using MLQM Guideline 

This is the section where we will show all our analysis on postal code detection. There 
are nine quality assessment criteria: 

• Sufficiency of problem domain analysis 
• Coverage for distinguished problem cases 
• Coverage of datasets 
• Adequacy of data 
• Uniformity of datasets 
• Correctness of trained models 
• Stability of trained models 
• Reliability of underlying software systems 
• Maintainability of quality in operation 

9.5.1 A-1: Sufficiency of problem domain analysis 
Definition 

Sufficiency of problem domain analysis means analyzing all possible characteristics 
of real data that are to be input to the machine learning models. The primary target is 

Figure 60. A sample input for Postal Code Analysis machine from MNIST dataset. 
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to cover all possible cases in real world. We also analyze and define impossible case 
scenarios if there is any. 

Requirements are the first thing we decide before starting with the solution. In postal 
code detection, the major goal is identifying handwritten digits from images but that is 
not all. We know there are only 10 digits to recognize, but when it comes to handwritten 
digits, the variety can be vast. So, defining expected features of the input images and 
establishing a problem domain is a pre-requisite. For postal code detection, since the 
solution will be using AI, we will expect the machine to be equivalent to human capability. 
So, we can say, “Machine needs to identify all the digits which human eyes can identify.” 
Next, we will discuss every requirement step by step. 

Data for all possible classes 

In the dataset, I need uniform distribution of all the digits (0, 1, 2, 3, 4, 5, 6, 7, 8, 9) 
both in train and test set. 

Selecting well-defined feature dimensions 

There are lots of features both in images and in handwritings which are responsible 
for creating variances among the same numbers. Here, we have tried to list all of them. 

I. Position of the digit: This refers to the location of the writing in the image grid. 

II. Area: It means what is the dimensions of the digit in proportion to the image. 
Figure 61. Different positions of the digit. 

Figure 62. Different areas of the digit. 
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III. Length: It refers to the length of the pen stroke. In the following figure ‘1’ has 
small length while ‘8’ has large length. 

IV. Brightness/contrast: It means, how bright or sharp the image is. 

V. Straight/tilted: It refers to the orientation of the digit. 

VI. Boldness: This is self-explanatory. It refers to the thickness of the writing. 

VII. Handwriting: There are a lot of handwritings proportional to the number of 
populations and this feature will vary among digits. So, a complete analysis will 
create several (10) digit specific problem domain. We are presenting some 

Figure 63. Different length of the digit. 

Figure 64. Different contrast of the digit. 

Figure 65. Different tilt of the digit. 

Figure 66. Different boldness of the digit. 

Figure 67. Different types of writing ‘9’ 
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examples of different writing style of number ‘9’. In the next step, we will define 
some features and their values to describe these writing types. 

Selecting ranges within and out of bounds 

In this section of analysis, we need to define values or a range of values as region of 
interest for each chosen feature. Here, we will describe five digit-independent features 
for any handwritten digits (grey scaled images) followed by a digit specific problem 
domain. 

I. Position of the digit: The image frame can be divided into four basic regions like 
Figure 68. This feature can be avoided if we can crop out the digit from any corner 
of the image. 

II. Size of the digit: We can consider 3 different sizes of digits; Small (0-25%), 
Medium (26-50%) and Large (51-75% of the image frame), assuming 76-100% 
ratio of the bounding box to the image does not occur. This feature can also be 
avoided by cropping out regular size digits or by padding some extra pixels. 

III. Brightness/contrast: It is the measure of saturation for both black and white. 
When the contrast is low, edge detection of the digit becomes tough. We can 
consider just two variations in contrast. 

Figure 68. Four regions of an image. 

Figure 69. Different size of the digit. 
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IV. Straight/tilted: The categories for this feature can be straight, tilted right and 
tilted left. There is an opportunity of describing this feature via angles, but it will 
complicate the dimension and we can leave it to the learning process. Here, we 
are considering just three variations of orientation. 

V. Boldness: This feature depends only on the ink width of the pen. Here, we will 
consider 3 levels of line thickness. Narrow, medium and wide. We can also choose 
a numerical range if we consider number of non-zero pixels as approximation to 
boldness. Here, we have chosen 5-20% pixel ratio digits as accepted or expected. 

VI. Handwriting: This is not a single feature but a common identity for every digit 
specific problem domain. It holds as much as 10 separate domains varying in 
feature number as well as feature length. The detailed problem domain for digit 
‘9’ is described in this scope. Based on different types of handwriting, we have 
come up with the following features that can occur while writing ‘9’: 

Figure 70. Different contrast of the digit. 

Figure 71. Different tilt of the digit. 

Figure 72. Different boldness of the digit. 
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Summary of the problem domain 

Here, we will sum up the entire problem domain to visualize briefly. After the above 
analysis, the domain looks like below: 

Table 36. The summary of the problem domain. 

Feature dimension Feature values 

Position of the digit Top-left, top-right, bottom-left, bottom-right (4) 
Size of the digit Small, medium, large (3) 
Brightness/contrast High, low (2) 
Straight/tilted Straight, tilted right, tilted left (3) 
Boldness Narrow, medium, wide (3) 
Handwriting 
(digit specific) 

‘9’: 
Loop size: small, large (2) 
Loop ending: closed, open (2) 
End line shape: straight, curved (2) 
End line length: long, short (2)  

Conclusion 

After this stage of quality assurance, the analysis of problem domain is complete. 
Every possible real-world data can be fit into its dimensions. In the next section, we will 
focus on cases i.e., combination of attributes or features and check the validity of such 
combinations. 

Figure 73. Different types of handwriting. 

Loop size Loop ending 

End line length End line shape 
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9.5.2 A-2: Coverage for distinguished problem cases 
Definition 

Problem cases or combinations of features are necessary to look upon before further 
data analysis. It is because the later analysis will show data availability for each case 
and help us find the rare or corner cases. But there is a possibility of impossible cases as 
well for which confirming data availability is unrealistic. Here, we will discuss such cases 
for our chosen problem and select the valid cases for data analysis. 

Identifying unsound (never to occur) cases 

To select the valid/sound cases, it is easy to identify the unsound cases first. An 
unsound case appears if the defined features depend on each other. For example, 

• If it is raining, the ground will be wet (driving dataset). 
• If a house doesn’t have pool, there will be no question of pool quality (house price 

dataset). 
For postal code detection, the features defined for the problem domain are 

independent of each other. Hence, all combinations of the features are valid. Based on 
the described feature space, the number of combinations can be counted. Taking only 
digit independent features into account, 

•  

Conclusion 

After problem case analysis, we have got many possible cases which cannot be fully 
analyzed within this example report. We will perform later analysis on 1 or 2 possible 
cases. 

There is only one possible unsound case for this problem which is erroneous 
annotations of digits in the dataset. 

9.5.3 B-1: Coverage of datasets 
Definition 

Coverage of dataset i.e., data coverage means availability of data points across the 
feature space. Increasing or fulfilling the coverage criterion is the work of developers. As 
an evaluator, we need to identify empty spaces in problem domain. In this section we 
will analyze the coverage of problem domain and give knowledge about required data. 
Various procedures are described here associated data coverage. 

Determining data coverage 

Here, we will do coverage analysis on Area feature using MNIST dataset. The feature 
is defined as the area of the minimum parallelogram covering the digits. The 
mathematical domain of this feature is [0,784] since the size of MNIST image data is 
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28X28. According to our defined problem domain, Area feature contains three levels of 
categories. 
- Small: digit covers (0-75 pixels) of the image frame 
- Medium: digit covers (75-200 pixels) of the image frame 
- Large: digit covers (200-500 pixels) of the image frame 

Here, we have calculated the Area for all test images and got the following 
distribution. 

We can see, it is not an even distribution but there is data in all defined region of the 
feature space. To quantify the data coverage, we have got, 
- Small: 3954 
- Medium: 4447 
- Large: 1598 

So, the targeted feature dimension has data in all regions. This coverage calculation 
is like K-multi-section coverage defined in Section 8.2.3. 

We can also take the range of areas found in the dataset and compare it with defined 
values of the feature. It will give a numerical rank to data coverage. To express 
mathematically, if 𝑥𝑥 ∈ 𝑐𝑐𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑝𝑝𝑝𝑝, 𝑓𝑓𝑝𝑝𝑝𝑝 𝑝𝑝𝑡𝑡ℎ𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, 

Figure 74. A sample bounding box defining the measurement of Area feature. 

(a) Data distribution along Area (b) Data coverage over Area classes 

Figure 75. Distribution of Area feature. 
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𝑪𝑪𝑪𝑪𝑲𝑲[𝒙𝒙(𝑪𝑪)] =
|𝒎𝒎𝒄𝒄𝒙𝒙{𝒙𝒙(𝑪𝑪)}−𝒎𝒎𝒑𝒑𝑪𝑪{𝒙𝒙(𝑪𝑪)}|

| 𝒕𝒕𝒑𝒑𝒔𝒔𝒕𝒕𝑪𝑪 − 𝒍𝒍𝑪𝑪𝒍𝒍𝑪𝑪|
(15) 

𝑪𝑪𝑪𝑪𝑲𝑲[𝑲𝑲𝑵𝑵𝑴𝑴𝑺𝑺𝑻𝑻(′𝒄𝒄𝒑𝒑𝒔𝒔𝑪𝑪′)] =
|𝟓𝟓𝟎𝟎𝟎𝟎 − 𝟓𝟓.𝟕𝟕𝟓𝟓|

| 𝟓𝟓𝟎𝟎𝟎𝟎 − 𝟎𝟎| = 𝟎𝟎.𝟗𝟗𝟗𝟗𝟗𝟗𝟓𝟓 (16) 

Coverage of test dataset for Area feature has been calculated above. This coverage 
analysis is described as conventional coverage. Earlier research on postal code analysis 
found some different approaches to calculate data coverage. Such as, 
a. Value-level coverage 

o Conventional coverage 
o K-multi-section coverage 
o Boundary coverage 

b. Pattern-level coverage 
c. Extended variants 

Definitions and experimental results of these coverage indicators are reported in 
Section 8.2.3. There is a method called ‘surprise adequacy’ which can be used successfully 
for coverage analysis. We will discuss the application of this method for our problem. 

Coverage using surprise adequacy 

Surprise Adequacy can be used as a metric to define data coverage/diversity of 
dataset. DSA is a ratio of distance from test input (x) to its nearest same labeled input 
(xa) and distance from input (xa) to nearest other class input (xb) [19]. 
Experiments 

Based on the definition of Distance-based Surprise Adequacy (DSA) and Surprise 
Coverage (SC), we have experimented with MNIST dataset to calculate the values of 
DSA of the test dataset. It simply depicts the similarity and difference between test and 
training data. The model used for this experiment is summarized below. 

•  
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ConvNet( 
    (layer1): Sequential( 
        (0): Conv2d(1, 8, kernel_size=(5, 5), stride=(1, 1), padding=(2, 2)) 
        (1): ReLU() 
        (2): MaxPool2d(kernel_size=2, stride=2, padding=0, dilation=1, 
ceil_mode=False) 
    ) 
    (layer2): Sequential( 
        (0): Conv2d(8, 24, kernel_size=(5, 5), stride=(1, 1), padding=(2, 2)) 
        (1): ReLU() 
        (2): MaxPool2d(kernel_size=2, stride=2, padding=0, dilation=1, 
ceil_mode=False) 
    ) 
    (drop_out): Dropout(p=0.5, inplace=False) 
    (fc1): Linear(in_features=1176, out_features=1000, bias=True) 
    (fc2): Linear(in_features=1000, out_features=10, bias=True) 
) 

We have considered different activation layers in CNN for calculating Activation 
Traces (ATs) and plotted the results of accuracy vs. DSA changing. 
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Figure 76. Changes in accuracy with the change in DSA. 
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Here, the graph is got by reordering the data based on their DSA (ascending and 
descending). By sequential feeding into the network, we can see the relation between 
DSA and model accuracy. It is evident that, low surprise data has higher accuracy than 
high surprise data, i.e., higher the DSA score, higher the probability of model failure will 
be. We can calculate AI model’s SC and accuracy for any feature of our defined problem 
domain. For example, if digit area and length are features of the problem domain, we 
can calculate SC and accuracy along those feature dimensions. Below, we have presented 
the results got from DSA analysis. 

Table 37. Divisions of the feature Area. 
Small (0, 75) Medium (75, 200) Large (200, 500) 

Data ratio 39.55% 44.48% 15.97% 

SC (layer1) 0.7438 0.7250 0.5687 

SC (layer2) 0.7375 0.7312 0.5500 

SC (output layer) 0.8063 0.8063 0.6375 

Accuracy 0.9901 0.9897 0.9906 

Table 38. Divisions of the feature Length. 
Small (0, 25) Medium (25, 50) Large (50, 75) 

Data ratio 19.07% 67.24% 13.69% 
SC (layer1) 0.6750 0.7750 0.5938 
SC (layer2) 0.6625 0.7813 0.5375 
SC (output layer) 0.7000 0.8875 0.6250 
Accuracy 0.9911 0.9899 0.9890 
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Figure 77. Distribution of MNIST (test dataset) along the features Area & Length. 
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• We can also combine these two attributes for pair-wise analysis. The divisions of 
the feature space are shown in Figure 79. As per definition, there are 9 possible 
segments of the feature space holding unique feature combination. 

Then, we can calculate the data ratio, the surprise coverage (SC) and accuracy for 

Figure 78. Graphical representation of SC and accuracy for 
each division of the features Area & Length. 
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Figure 79. Data (MNIST; test data) distribution 
across 2-dimensional (Area, Length) feature space. 
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the data of each segment as below, 
Table 39. Data coverage analysis within a 2-dimensional problem domain. 

Data ratio Area 

small medium large 

Length small 0.1296 0.2546 0.0113 

medium 0.0438 0.3119 0.0891 

large 0.0172 0.1059 0.0365 

SC (layer1) Area 

small medium large 

Length small 0.6500 0.6500 0.3500 

medium 0.4750 0.6438 0.5625 

large 0.3813 0.5375 0.4438 

Accuracy Area 

small medium large 

Length small 0.9907 0.9898 0.9912 

medium 0.9932 0.9904 0.9854 

large 0.9942 0.9887 0.9973 

From the SC analysis, it is hard to relate model accuracy with the test data’s SC. But 
clearly SC has a positive correlation with data ratio which universally means data 
coverage. So, SC is chosen as a scale of data coverage and used to identify rare/corner 
cases. 

Identifying rare/corner cases 

Coverage analysis will reflect the necessity of data points in determined regions of 
feature space. According to definition, the combinations of features for which there is no 
data can be called risky case. In real world, 
− If a risky case occurs in normal frequency, then dataset preparation is faulty. 
− If a risky case occurs in low frequency, then it will be considered as rare/corner case. 

For example, from the above coverage calculation, we have found, there is no large-
scale digit image present in the training dataset where there is a probability of getting 
such images in real time operation. So, large-scale digit images are corner cases. 

Corner case detection based on DSA 

SA can describe the novelty between testing data and training dataset. For an 
individual testing data point, SA describes its difference/similarity to the whole training 
data. Therefore, SA can be considered a useful metric to capture the corner cases. The 
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set of corner cases is defined as follows. 
𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 𝒄𝒄𝒄𝒄𝒄𝒄𝑪𝑪𝒄𝒄: {𝒙𝒙| 𝒄𝒄𝒍𝒍𝒄𝒄𝒄𝒄𝒄𝒄(𝒙𝒙+ 𝒑𝒑𝑪𝑪𝑪𝑪𝒔𝒔) ≠ 𝒄𝒄𝒍𝒍𝒄𝒄𝒄𝒄𝒄𝒄(𝒙𝒙), |𝒑𝒑𝑪𝑪𝑪𝑪𝒔𝒔| < 𝜺𝜺} (17) 

Here, we can still use the DSA as a measurement, and get the variation of Accuracy 
vs. that of DSA. Then, we can further analyze the relationship between SA and corner 
cases. 

We have used the CNN described in the upper section. The testing accuracy is 99%, 
and there are in total 100 images that are incorrectly classified. The accuracy vs DSA 
graph in Figure 76 shows that not all of outliers have high DSA, also some correct images 
can have high DSA. Since, DSA ranking based on output layer shows minimum accuracy 
at higher DSA values, it can detect the most incorrectly classified images as corner cases. 
The following input images have the largest DSA based on output layer. 
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Table 40. Images with the largest DSA. 

Images Labels 

 

Actual label 

 [8   2   6   2   7   8   6   0 

  8   9   5   7   7   7   3   8 

  6   6   0   8   9   5   3   4 

  9   5   9   8   4   8   3   8 

  1   7   6   9   0   9   7   6] 

Predicted label (13) 

  [7   7   4   0   9   7   6   7 

   7   9   7   2   3   9   5   8 

   6   6   8   0   9   5   3   9 

   1   6   9   9   4   8   7   8 

   1   9   5   4   6   1   8   1] 
Among these high DSA input images, 27 images have been predicted incorrectly 

which are corner cases for the model. Still there are 13 correctly predicted images, 
therefore we need an improved metric to identify corner cases. 

There are three proposed modifications on DSA calculation [42]. To improve corner 
case detection metric based on DSA, we have used those modifications and compared 
their results and output to select the best DSA metric for our problem space. 

We have applied these new definitions of DSA and from model prediction on high 
DSA inputs, we got corner case data for each modification. In the following table, we 
have compared three modified DSA’s performance in corner case detection. For activation 
trace calculation, we have used output layer only. 
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Table 41. Images with large DSA1, DSA2, or DSA3. 
Images Labels 

DSA1  

 

True label 

[7   5   6   7   0   7   3   0 

 6   2   2   8   8   9   0   5 

 8   7   8   5   9   2   4   1 

 4   9   8   9   8   8   7   2 

 9   7   7   5   7   7   9   6] 

 

Predicted label (8) 

[8   6   1   1   7   2   7   8 

 5   8   7   0   8   4   6   3 

 7   9   0   7   4   2   9   2 

 9   9   8   9   8   9   3   0 

 5   3   1   5   9   7   4   4] 

DSA2 

 

True label 

[2   5   7   7   4   2   8   7 

 2   3   9   1   3   9   8   0 

 0   0   4   2   4   8   2   4 

 4   6   2   2   5   8   7   7 

 4   2   9   7   5   9   7   7] 

 

Predicted label (9) 

[0   6   2   8   9   8   9   1 

 8   8   9   2   8   9   7   7 

 6   8   9   2   4   7   0   9 

 9   1   8   2   0   8   2   7 

 4   0   4   7   7   0   2   3] 
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DSA3 

 

True label 

[7   5   7   8   2   0   2   6 

 8   6   9   4   0   7   3   5 

 8   6   6   9   9   9   0   4 

 9   7   7   5   1   6   8   5 

 6   8   9   5   7   9   9   2] 

 

Predicted label (3) 

[2   6   8   0   7   7   0   5 

 7   1   4   9   8   3   7   7 

 7   6   4   3   3   8   6   9 

 5   3   1   0   2   6   2   3 

 1   9   7   5   2   4   4   8] 

From the results, we can see that DSA3 is the most successful in identifying inputs 
where model shows erroneous behavior. So, we can use DSA3 definition on adversarial 
data to get the most corner cases. 

Feature deletion 

Based on the coverage results, we need to design data properly. In this process, we 
may find some features or some ranges of values of features which we can exclude from 
the problem domain. 

For example, we can do feature-based data mutation testing to get model behavior 
on dataset structure. Any unchanged output means the mutation doesn’t affect model’s 
performance; hence we can omit the feature or values of feature from our feature space. 

Conclusion 

This MLQM criterion is for data evaluation, describing data coverage over problem 
domain. From this analysis, we can define learning capability from training dataset and 
performance measuring capability from test dataset. To improve data coverage, we will 
discuss in later section some possible methods to follow to fill in the rare cases. In the 
following section, we will analyze the distribution of data i.e., uniformity/evenness of 
dataset. 

9.5.4 B-2: Uniformity of datasets 
Definition 

This MLQM criterion covers computation of dataset distribution across the defined 
feature space. While coverage analysis was searching data in every corner of the feature 
space, Uniformity analyzes data density in those regions. In this section, we will compute 
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as well as visualize dataset distribution to decide upon its uniformity. 

Determining data distribution from visual representation 

Let’s say we want to analyze data distribution on boldness feature from visual 
perspective. 

Measuring thickness of handwritten digits in images can be hard. But if we consider 
the fact that bolder digits will have more pixels, we can roughly estimate the distribution 
of the numbers for boldness. For this we can consider drawing contours instead of 
bounding boxes. 

In the distribution graph shown in Figure 80, x-axis holds ratio of pixels constructing 
digits. So, we can see that there is a normal distribution along x-axis up to 20%. The 
distribution is not completely uniform, but the dataset holds good amount of data for our 
selected range of boldness. 

Computing data evenness 

According to the above coverage analysis, a simple indicator could be proposed to 
evaluate the evenness of data. We can use TPCov idea for calculating uniformity. 

When considering the evenness property, the above coverages could be developed as 
new indicators. For example, the simplest value coverage could be developed as top p% 
coverage (TPCov), which implies that the ratio of region having p% of data points with 
highest density and the original coverage, so definitions are expressed as below. 

𝑻𝑻𝑻𝑻𝑪𝑪𝑪𝑪𝑲𝑲[𝒙𝒙(𝑪𝑪)] =
|{𝑺𝑺|𝒅𝒅𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒔𝒔𝑨𝑨(𝑺𝑺) = 𝒑𝒑%}|

𝒕𝒕𝒑𝒑𝒔𝒔𝒕𝒕𝑪𝑪 − 𝒍𝒍𝑪𝑪𝒍𝒍𝑪𝑪
(18) 

Here, S is the coverage portion for top p% data. 
Now, using the TPCov to evaluate evenness, the indicator is defined as the difference 

between TPCov and p%, as 
𝑬𝑬𝑴𝑴𝑪𝑪𝑪𝑪𝑪𝑪 = |𝑻𝑻𝑻𝑻𝑪𝑪𝑪𝑪𝑲𝑲 − 𝒑𝒑%| (19) 

Figure 80. Data distribution based on digit boldness. 
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If the value of EIerr is low, it implies that the data is evenly distributed, as shown in 
Figure 81. 

If we consider different values of p%, we could further compare values of coverage 
indicators with p%. In this way, we can refer to the area under the curve (AUC) to 
measure the performance of evenness, defined as 

𝑺𝑺𝑼𝑼𝑪𝑪 = 𝒄𝒄𝑪𝑪𝑪𝑪𝒄𝒄{𝒄𝒄𝑪𝑪𝑲𝑲𝑪𝑪𝑪𝑪𝒄𝒄𝒔𝒔𝑪𝑪(𝒑𝒑):𝒑𝒑 ∈ (𝟎𝟎,𝟏𝟏𝟎𝟎𝟎𝟎%)} = � 𝑪𝑪𝑪𝑪𝑲𝑲𝑪𝑪𝑪𝑪𝒄𝒄𝒔𝒔𝑪𝑪(𝒑𝒑)𝒅𝒅𝒑𝒑
𝟏𝟏

𝟎𝟎
(20) 

Reducing biasness of data collection 

To increase rare case density, the data gathering procedure will be biased. This can 
harm ML model’s average performance. So, we need an optimum level of biasness 
towards data collection. 

Data design 

Before ending this section, since it is the last internal quality for data evaluation, 
there must be a description of research about how to improve data quality i.e., explaining 
various data design process. Data design means preparing dataset for machine learning 
models keeping the defined problem domain in mind. The above problem domain can be 
rephrased as feature space. In this part, we will discuss some methods to follow for 
creating or gathering enough data points for every region of that feature space. 

To do so, we can follow either of the following two. 
- Build a new dataset 
- Work with an existing dataset 

Reason for data design 

It seems, data design is the task for developers of an AI, but for the following instance, 
an AI evaluator may need to design one. 
− Say, the requirement analysis of the developer is different from that of the evaluator. 

Then the evaluator will need to design a proper test dataset for evaluation. 
− On the other hand, if both developer and evaluator work on same requirements, then 

Figure 81. An approximate data distribution to aid 
visualization of evenness computation. 
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evaluator can adopt the dataset building process from the developer for his 
evaluation. 

Build a new dataset 

If we have enough manpower or technology, we can build dataset from scratch. If we 
do so, 
− We can easily ensure the involvement of all features that we have already described. 
− Also, we can decide the number of data points for each case. 
− In this way, the later analysis of coverage and uniformity will be for nothing but 

visual representation. 

Work with an existing dataset 

Building new dataset is currently out of our scope. So, for this section, we will adopt 
MNIST, the most popular hand-written digit-classification dataset, to demonstrate 
MLQM workflow. Now, the challenges of using predefined dataset are: 
− We cannot expect data in all feature dimensions. We need to check the coverage in 

later section. 
− We also cannot ensure uniform distribution across the feature space. 
− Later, from coverage and uniformity analysis, we can find the actual distribution of 

the dataset and identify the cases where we will need data augmentation. 

Procedures of data design 

When we use existing dataset for our problem, we will not get data points well 
distributed across the defined feature space. So, in this section, we will define some of 
the methodologies to augment data or increase data coverage. 
Data augmentation 

Data augmentation methods will be described in detail focusing the coverage for 
every region of the feature space. For example, here we will describe a possible 
augmentation process for the brightness/contrast feature. 

• Data augmentation by varying contrast: This is one of the feature dimensions 
where very few or no data point of MNIST dataset will lie upon. To add new data 
points for this feature, we can simply darken some of the given data. A few 
examples are shown here. 
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Feature deletion by adding external method 

In some feature dimension, we may not find a 
suitable data augmentation method for increasing 
data coverage. So, alternatively, we may describe 
some external methods to handle that specific 
characteristic feature. Thus, we can exclude that 
feature from our problem domain which not only 
will decrease the number of features but also the 
number of training or testing data. For example, we 
have described an external method for centering 
digits in any image frame. 
Handling position of the digit by external method: 
We can easily get the bounding box of digits for 
inverted images like MNIST. Then we can center 
the box in the frame and thus can eliminate the 
requirement position of the digit. Here are some 
examples from MNIST test set. 

Machine learning is a data driven process, so 
proper data management is mandatory. In this 
section, we have discussed some procedures to that 
purpose but there can be some features that cannot 
be described in similar way. For those features, 
building manual dataset is an option otherwise, 
developer cannot train models for that 
characteristic feature as well as evaluator won’t be 
able to build a complete test set for evaluation. In 
that case, the feature will be out of scope of the ML 
models. 

Conclusion 

Uniformity is more important criterion for 
training dataset than testing. It inherently deals with output biasness of machine 
learning models. By fulfilling this criterion, a model can achieve greater performance, 
corner case accuracy and avoiding risk factors. 

9.5.5 B-3: Adequacy of data 
This internal quality is not discussed in this version of the Reference Guide. 

Figure 82. Modification of contrast 

Figure 83. Centering images. 
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9.5.6 C-1: Correctness of trained models 
Definition 

Accuracy is the primary measurement of model’s correctness which evaluates its 
performance. In the following section, we will define some useful correctness 
measurement metrics or key performance indicator (KPI) followed by their actual use to 
describe a trained model’s output. 

Different accuracy measures and key performance indicators (KPI) 

Since postal code analysis is a classification problem, the commonly used 
performance metric is confusion matrix. This matrix can be visualized in the following 
way. 

Table 42. The confusion matrix of binary classification. 
Predicted output 
Positive Negative 

Actual 
output 

Positive TP FN 
Negative FP TN 

Confusion matrix: This is a simple confusion matrix for binary classification. There are 
four possible output behavior. 

TP = when predictor predicts positive correctly 
FP = when predictor predicts positive incorrectly 
FN = when predictor predicts Negative incorrectly 
TN = when predictor predicts Negative correctly 

Based on this matrix, we can define some useful and popular performance measures. 
Accuracy: This is the measure of correct prediction by the model which can be defined 
as, 

𝑺𝑺𝒄𝒄𝒄𝒄𝒑𝒑𝑪𝑪𝒄𝒄𝒄𝒄𝑨𝑨 =  
𝑻𝑻𝑻𝑻 + 𝑻𝑻𝑵𝑵

𝑻𝑻𝑻𝑻 + 𝑻𝑻𝑵𝑵 + 𝑭𝑭𝑻𝑻 + 𝑭𝑭𝑵𝑵
(21) 

Recall: This is a ratio of correct positive prediction to the total number of positive data 
which can be defined as, 

𝑹𝑹𝑪𝑪𝒄𝒄𝒄𝒄𝒍𝒍𝒍𝒍 =  
𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻 + 𝑭𝑭𝑵𝑵
(22) 

Precision: This is a ratio of correct positive prediction to the total number of predicted 
positives which can be defined as, 

𝑻𝑻𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪 =  
𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻 + 𝑭𝑭𝑻𝑻
(23) 

F-measure/F-score: This is the harmonic mean of precision and recall which can be 
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defined as, 

𝑭𝑭 −𝒎𝒎𝑪𝑪𝒄𝒄𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪 =  
𝟐𝟐 × 𝑹𝑹𝑪𝑪𝒄𝒄𝒄𝒄𝒍𝒍𝒍𝒍× 𝑻𝑻𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪
𝑹𝑹𝑪𝑪𝒄𝒄𝒄𝒄𝒍𝒍𝒍𝒍+ 𝑻𝑻𝑪𝑪𝑪𝑪𝒄𝒄𝒑𝒑𝒄𝒄𝒑𝒑𝑪𝑪𝑪𝑪

(24) 

For example, we have chosen a CNN to train on MNIST dataset for postal code analysis 
problem. The model architecture is given below. 

Table 43. The model for postal code analysis. 
Architecture Conv(24,24,24)+ReLU 

MaxPooling(12,12) 

Conv(8,8,64)+ReLU 

MaxPooling(4,4) 

Flatten() 

FC(1000)+ReLU 

FC(10)+Softmax 
Number of trainable 
parameters 

1,074,098 

Train accuracy 99.26% 
Test accuracy 99.50% 

 
KPI measures other than accuracy is calculated separately for all classes using test 

set and presented in the table below. 
Table 44. KPIs for all classes. 

 0 1 2 3 4 5 6 7 8 9 

Recall 0.998 0.999 0.998 0.998 0.995 0.990 0.987 0.992 0.996 0.995 

Precision 0.994 0.996 0.995 0.994 0.994 0.994 0.999 0.997 0.995 0.991 

F-measure 0.996 0.998 0.997 0.996 0.994 0.992 0.993 0.995 0.995 0.993 

The test accuracy of the trained model is very good, but we can get in depth behavior 
of the model if we see recall, precision, and F-measure. From the results of recall, the 
classifier has the highest accuracy in predicting ‘1’ and the lowest accuracy in predicting 
‘6’. From the results of precision, the classifier gives the lowest wrong prediction for ‘6’ 
and the highest wrong prediction for ‘9’. From the results of F-measure, it can be said 
that the overall performance is best for digit ‘1’ and worse for digit ‘5’. 

Defining models’ behavior & finding corner cases 

Until now, we are deciding on corner cases by observing data coverage or data 
distribution. But actual corner cases can be identified from models’ behavior on test data. 
Those input data for which a model outputs wrong prediction can be called unidentified 
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cases for that model. If we can separate input data for which similar models will output 
incorrectly, we can have corner cases for that specific solution. There is a study which 
prioritizes input data for which models’ show erroneous behavior [43]. 

Conclusion 

Accuracy is only one aspect of models’ performance, but in this scope, we will evaluate 
a model from various perspectives. For example, the accuracy of identifying positive and 
negative separately, identifying corner cases based on models’ behavior and so on. In the 
next section, we will define and evaluate the robustness i.e., stability of ML models. 

9.5.7 C-2: Stability of trained models 
Definition 

Stability is one of the most important characteristics of an ML model which 
determines model behavior due to perturbation both in input data and model. Stability 
is defined conventionally as follows [34]. “The degree to which a system or component 
can function correctly in the presence of invalid inputs or stressful environment 
conditions.” 

Let ‘S’ be a machine learning system. Let E(S) be the correctness of ‘S’. Let δ(S) be 
the machine learning system with perturbations on any machine learning components 
such as the data, the learning program, or the framework. The robustness of a machine 
learning system is a measurement of the difference between E(S) and E(δ(S)): 

𝑪𝑪 = 𝑬𝑬(𝑺𝑺)− 𝑬𝑬�𝜹𝜹(𝑺𝑺)� (25) 
Robustness thus measures the resilience of an ML system’s correctness in the presence 
of perturbation. Here, we will define some robustness measures followed by 
experimental results for postal code analysis. 

Robustness can be defined for two basic components of an AI: data and model. In the 
following section, we have considered these two measures separately. 

Robustness due to perturbation in data 

Related to data, this robustness measure depends on adversarial examples. These 
examples can be created within proximity of actual test data. The vector distance 
between original data and adversarial data is considered the measure of robustness. 
There are various metrics for calculating robustness/stability. 
 
 Local Adversarial Robustness: Let x be a test input for an ML model h. Let x’ be 

another test input generated via conducting adversarial perturbation on x. Model 
h is δ-local robust at input x if for any x’, 

∀𝒙𝒙′: �|𝒙𝒙 − 𝒙𝒙′|�𝒑𝒑 = 𝜹𝜹 → 𝒕𝒕(𝒙𝒙) = 𝒕𝒕(𝒙𝒙′) (26) 
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�|∗|�𝑝𝑝 represents p-norm for distance measurement. The commonly used p cases 

in machine learning testing are 0,1 and 2. 
 
 Global Adversarial Robustness: Let x be a test input for an ML model h. Let x’ be 

another test input generated via conducting adversarial perturbation on x. Model 
h is δ-global robust if for any x and x’, 

∀𝒙𝒙,𝒙𝒙′: �|𝒙𝒙 − 𝒙𝒙′|�𝒑𝒑 = 𝜹𝜹 → 𝒕𝒕(𝒙𝒙)− 𝒕𝒕(𝒙𝒙′) ≤ 𝝐𝝐 (27) 
Based on the above definitions of adversarial robustness, we could use the value of δ 

as the robustness measurement directly. However, to evaluate different model’s 
robustness performance, we may need to generalize these robustness metrics into 
relative ones. Here, assuming the input data is normalized into [0,1]d where d is the 
dimensionality, then the relative robustness metrics could be defined as below, 

𝑪𝑪𝟏𝟏 =
𝜹𝜹𝟏𝟏

𝟎𝟎.𝟓𝟓 × 𝒅𝒅
 ,       �|𝒙𝒙 − 𝒙𝒙′|�𝟏𝟏 = 𝜹𝜹𝟏𝟏 (28) 

𝑪𝑪𝟐𝟐 =
𝜹𝜹𝟐𝟐

√𝟎𝟎.𝟓𝟓 × 𝒅𝒅
 ,    �|𝒙𝒙 − 𝒙𝒙′|�𝟐𝟐 = 𝜹𝜹𝟐𝟐 (29) 

𝑪𝑪∞ =
𝜹𝜹∞
𝟎𝟎.𝟓𝟓

 ,                �|𝒙𝒙 − 𝒙𝒙′|�∞ = 𝜹𝜹∞ (30) 

There are several studies on robustness (δ) measurement. For example, CNN-Cert 
[44] and Fast-Lin [45]. 

We can use the measured δ value to calculate relative robustness formulated above. 
For example, taking MNIST data as an example, the results of CNN-Cert and Fast-Lin 
have been used to calculate relative robustness metrics. 

Table 45. Relative robustness metrics. 
Certified lower bounds (δ) Relative robustness (r) (×10-2) 

Lp norm CNN-Cert Fast-Lin CNN-Cert Fast-Lin 

MNIST 

4 layers 

5 filters 

8680 hidden nodes 

L∞ 

L2 

L1 

0.0491 

0.1793 

0.3363 

0.0406 

0.1453 

0.2764 

9.82 

0.91 

8.58 

8.12 

0.73 

7.05 

MNIST 

4 layers 

20 filters 

34720 hidden nodes 

L∞ 

L2 

L1 

0.0340 

0.1242 

0.2404 

0.0291 

0.1039 

0.1993 

6.80 

0.63 

6.13 

5.82 

0.52 

5.08 
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MNIST 

5 layers 

5 filters 

10680 hidden nodes 

L∞ 

L2 

L1 

0.0305 

0.1262 

0.2482 

0.0248 

0.1007 

0.2013 

6.10 

0.64 

6.33 

4.96 

0.51 

5.14 

Robustness due to perturbation in model 

Related to model, this robustness measure depends on model perturbation. There are 
various methods for calculating model level robustness. 
 Parameter Robustness: Let w be the parameter of an ML model h. Let w’ be 

another parameter generated via adding some slight perturbation on w. Model h 
is δw-local robust on parameter perturbation if for any w’, 

∀𝒍𝒍′: �|𝒍𝒍−𝒍𝒍′|�
𝒑𝒑 = 𝜹𝜹𝒍𝒍 → 𝒕𝒕(𝒙𝒙) = 𝒕𝒕′(𝒙𝒙) (31) 

Figure 84 shows the example of parameter perturbations in AI model’s robustness 
evaluation. Compared with the adversarial robustness which aims at seeking for the 
minimum distance δmin as the robustness metric, the parameter robustness utilizes the 
maximum distance δw max as the robustness measurement. Moreover, program-level 
robustness has an advantage of no generation of adversarial samples and their 
certification. 

 Mutation Robustness: To measure the software mutational robustness, we 
formalize it with respect to a software program P (a member of the set of all 
software programs Ƥ), a set of mutation operators M (where each m ∈ M is a 
function mapping Ƥ →Ƥ), and a test suite T: Ƥ →{true, false}. A program P is said 
to pass the test suite if and only if T(P) = true. Given a program P, a set of 
mutation operators M, and a test suite T such that T(P) = true, we define the 
software mutational robustness, written MutRB(P, T,M), to be the fraction of all 
direct mutants P’ = m(P), ∀m ∈ M, which both compile and pass T, 

Figure 84. Changes in a linear classifier due to parameter perturbation. 
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𝑲𝑲𝒑𝒑𝒔𝒔𝑹𝑹𝑴𝑴(𝑻𝑻,𝑻𝑻,𝑲𝑲) =
|{𝑻𝑻′ | 𝒎𝒎 ∈  𝑲𝑲.𝑻𝑻′ =  𝒎𝒎(𝑻𝑻)  ∩  𝑻𝑻 (𝑻𝑻′)  =  𝒔𝒔𝑪𝑪𝒑𝒑𝑪𝑪}|

|{𝑻𝑻′|𝒎𝒎 ∈  𝑲𝑲.𝑻𝑻′ =  𝒎𝒎(𝑻𝑻)}|
(32) 

This measurement can be transferred in MLQM. For example, if we take the results 
of DeepMutation [46] as an example, where three studied DL models A, B and C are 
tested on MNIST dataset. 

Table 46. Mutation robustness. 
Model A Model B Model C 

Architecture Conv(6,5,5)+ReLU 
MaxPooling (2,2) 
Conv(16,5,5)+ReLU 
MaxPooling (2,2) 
Flatten() 
FC(120)+ReLU 
FC(84)+ReLU 
FC(10)+Softmax 

Conv(32,3,3)+ReLU 
Conv(32,3,3)+ReLU 
MaxPooling(2,2) 
Conv(64,3,3)+ReLU 
Conv(64,3,3)+ReLU 
MaxPooling(2,2) 
Flatten() 
FC(200)+ReLU 
FC(10)+Softmax 

Conv(32,3,3)+ReLU 
Conv(32,3,3)+ReLU 
MaxPooling(2,2) 
Conv(64,3,3)+ReLU 
Conv(64,3,3)+ReLU 
Maxpooling(2,2) 
Flatten() 
FC(200)+ReLU 
FC(200)+ReLU 
FC(10)+Softmax 

Trainable 
parameter 

107,786 694,402 698,402 

Training Acc. 97.40% 99.30% 99.50% 
For each mutation operator, 20 DL mutants were created to acquire mutation score. 

The mutation score in DeepMutation and MutRB are complementary to each other or 
Mutation_score + MutRB=1. Below, we have shown mutation scores presented in the 
literature followed by calculated MutRB scores in separate tables. 

Table 47. Mutation score (%).  
 0 1 2 3 4 5 6 7 8 9 

Model A 7.22 8.75 9.03 6.25 8.75 8.19 8.75 9.17 9.72 9.03 

Model B 1.59 3.29 8.29 7.44 5.49 4.02 8.17 3.66 5.85 8.41 

Model C 8.33 7.95 8.97 9.74 9.74 9.62 9.62 8.97 9.74 7.56 

Table 48. MutRB score (%).  
 0 1 2 3 4 5 6 7 8 9 

Model A 92.78 91.25 90.97 93.75 91.25 91.81 91.25 90.83 90.28 90.97 

Model B 98.41 96.71 91.71 92.56 94.51 95.98 91.83 96.34 94.15 91.59 

Model C 91.67 92.05 91.03 90.26 90.26 90.38 90.38 91.03 90.26 92.44 

There are some studies which focus on creating adversarial examples targeting model 
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failure. By adding a scale of perturbation in the input data, we can also adopt these 
studies for robustness measurement. Here, we have listed some of those studies. 

- Deepxplore: Automated Whitebox Testing of Deep Learning Systems [28] 
- Guiding Deep Learning System Testing Using Surprise Adequacy [19] 
- TensorFuzz: Debugging Neural Networks with Coverage-Guided Fuzzing [47] 

Conclusion 

Robustness measures indicate models’ performance for unknown inputs or under new 
environmental conditions. By the defined KPI for robustness, we can ensure whether a 
trained model for postal code analysis meets the requirement level of stability set by the 
client/user. Also, this is the last internal quality which will be evaluating the AI solution. 
The following MLQM internal properties are for evaluating other parts of the machine 
which will support the AI before or during operation either in public or in a controlled 
environment. 

9.5.8 D-1: Reliability of underlying software systems 
Definition 

According to MLQM Guideline, the term reliability of underlying software systems 
means software components used for machine learning training stage as well as 
prediction/interface should operate correctly when they are executed in response to 
training data and trained ML model respectively. AI solutions are seldom built from 
scratch. It often consists of numerus components like software components (e.g., image 
processing software, python packages and libraries etc.). The following AI components 
should be described in details and their quality need to be assured. 

Program & open-source libraries 

Python language has been used for developing this AI. It uses various open-source 
packages which should be version compatible with each other. So, the list of used 
packages and their versions should be provided by the developer. It is better to describe 
similarly versions of all programs used even when they are not packages nor open-source. 

Table 49. List of used packages and their versions. 
Programing language Version 

Python 3.6.12 

Package Version 

NumPy 1.18.5 

TensorFlow 2.3.1 

Pillow (PIL fork) 8.0.1 
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Image processing unit 

This refers to the image capturing of the camera and processing for creating input 
images comparable to dataset. 

For simplicity, we will be taking images of the post codes with a camera which 
produces 3 channel (RGB) 2-dimensional images. These images will be subject to an 
algorithm or program flow that converts them into analogous inputs for the trained AI 
model. 

As an example, we have taken a general image of a digit (6); written on a white paper 
with black ink. We have written a program that converts this image to a black n white 
(28, 28) image which is equivalent to MNIST handwritten digit dataset. 

Inside data preprocessing, python programing language has been used and open-
source package Pillow has been used as image processing tool. 

Unit for external methods 

In this part of the device, we define algorithm for external method to omit certain 
problem domain characteristics described in Section 9.5.2 on coverage for distinguished 
problem cases. We need to ensure the correctness of the algorithm. We have already 
described an external method to remove a defined feature, position of the digit. The 
developed algorithm for that task will be put after data preprocessing and before feeding 
to the model. 

This unit can be consisting of one or more external methods which will be executed 
on the input image sequentially. The algorithm for handling position of the digit feature 
has also been written using python programing language with the help of open source 
packages; NumPy and Pillow. 

Usage of memory 

We need to define a minimum and maximum usage of memory when the AI device is 

Figure 85. Modification of images by image processing unit. 

Figure 86. Modification of images by external methods unit. 
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in operation. 
− Model architecture and weights: Hierarchical Data Format (HDF) file (.h5) is one of 

the file formats AI developers use to store trained AI networks and their weights. In 
Section 9.5.5 on correctness of the trained model, we have reported results of a 
trained CNN. The saved network has 1,074,098 parameters and takes about 12.3MB 
space on the hard drive. 

− Input data: Input data means camera image data, cropped images, converted images 
via preprocessing and external methods. Though it is possible to quantify the 
converted image size, the original image will take the largest space on the hard drive. 
So, the memory usage by the input data can be defined after complete design of the 
machine, the camera, the quality, and resolution of the image etc. 

− Codes/algorithm: Different algorithms, written by programing languages are part of 
the workflow of the machine. These codes do not take much space on hard drive. For 
example, the algorithm for the external method described above takes about 4KB 
space. 

− Dataset for retraining: We need to keep a space for holding dataset for possible re-
training phase at least the size of the actual dataset. For example, MNIST dataset 
takes about 52.4 MB space. 

− RAM and GPU for network training: If we need to train model in between operations, 
we need to define machine specification for that task. For example, our described 
model training using MNIST dataset can be done in reasonable time with 8 GB of 
RAM and no GPU. 
Combining all memory or machine requirements, we can design the memory 

allocation of the device. 

Time cost 

Time is an issue when applying in real world, it reduces machine’s efficiency. We need 
to eliminate any unnecessary time loss in any stage of the machine as well as direction 
for improving to faster algorithms. 

As an example, for postal code analysis, the most time-consuming task of the entire 
workflow is the classification task because majority of the computation occurs in this 
part. So, batch execution will be faster and efficient than sequential execution with the 
cost of bigger memory requirement. 

Software security 

Security is a major concern when machine operates online. For the themes that the 
solution designer should consider while building the application sets with AI/Machine 
learning functionality, see the chapter on security in the Guideline (Chapter 9 in the 
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second edition). 

Difference between training and operational environment 

Training environment and actual operational environment are often different 
especially in applications of machine learning, also behaviors of numerical calculations 
often change. In such cases, it is necessary to evaluate differences between these 
environments and define how the outcome of the machine will be affected by this. 

For example, ML models train from random initialization to optimized loss function. 
This process consists of numerous computation which is done implicitly by the machine. 
So, it is very common to differ the results of KPIs in different machines. We need to 
evaluate the whole system in various machines so that we can set probable performance 
deviations due to change in machine environment. 

Conclusion 

Above program components should be defined and assured for quality and security 
before the solution goes into operational phase. 

9.5.9 E-1: Maintainability of quality in operation 
Definition 

Machines are very much reliable, but they break down too. So, maintenance is a 
periodical task and a part of every machine in operational phase. According to MLQM 
Guideline, “this section describes technologies to maintain internal qualities satisfied at 
the commencement of operation throughout the operation period”. 

Task flow during maintenance 

Here, we will discuss various in-operation machine failures and procedures to 
overcome them. To demonstrate the possible crisis during operational phase, we will be 
using contrived dataset based on restricted feature dimension. If we consider Area 
feature as one of the feature dimensions, we can see train and test set have different 
distribution and different ranges of values. 
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From Figure 87, Area values in train set ranges from 22.75 ~ 315.125 where in test 
set ranges from 5.75 ~ 505.25. If we consider the train set has defined range of problem 
domain, then we will have a test set having same range of values. We have taken a subset 
of original test dataset which represents the expected test set (say test_in1) and another 
subset of test dataset which represents operational inputs lies beyond the defined region 
(say test_out1). 

We will consider contrast feature as well. Since all the images from the test set (say 
test_in2) are of high contrast, we have used one of the data design procedures to build a 
similar test dataset (10,000 images; say test_out2) to represent possible operational 
inputs. 

Figure 87. Data distribution based on Area feature of train and test set respectively. 

Figure 88. Example inputs from test_in2 and test_out2 respectively. 
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Accuracy (KPI) monitoring 

Periodically, we need to evaluate the trained model with diverse test inputs (test_in1). 
The test set should contain data for all possible classes as well as combinations of cases 
inside problem domain. For example, here we have evenly class distributed test_in1 
having full coverage across Area feature (Figure 89). 

Secondly, test_in2 is the complete test dataset having even distribution of digits and 
high contrast images. Table 50 shows the results of accuracy monitoring. 

Table 50. The results of accuracy monitoring. 
Test set No. of images Accuracy 
test_in1 9,450 99.21% 
test_in2 10,000 99.20% 

Continuous data collection and labeling 

During operation, the model always gets new/unknown inputs. It is necessary to store 
these data to analyze current data distribution in problem space. This work consists of 
data gathering and labeling. In most of the cases, labeling is a manual process having 
high cost. In this phase, a new dataset will be built upon operational inputs. For example, 
complete test set together with test_out2 can be the set of operational inputs. 
Analyzing novelty of model input 

From the set of operational inputs, we need to measure data novelty by analyzing 
coverage and distribution. We can also use distance or similarity-based methods to 
identify novelty so that we may estimate model’s performance based on previous 
robustness measures. Thus, we can build a novel dataset. 

Here, we have taken test_out1 and test_out2 dataset described as outside the scope of 
problem domain. We will consider them as example of novel datasets for this step of 
maintenance. From Table 51, we can understand the effect of novel data on our trained 
model. 

Figure 89. Class distribution and data distribution of test_in1 set. 
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Table 51. The effect of novel data. 
Test set No. of images Accuracy 
test_out1 550 99.09% 
test_out2 10,000 97.66% 

Analyzing re-training necessity 

Although we train the best model, showing the best performance, it will deteriorate 
with time. This happens because of changes in inputs or changes in environment. From 
the above table, we can see, test_out1 has small but test_out2 has significant negative 
effect on the trained model. So, it is necessary to re-train the model. However, we need 
to be careful with re-training so that the model doesn’t forget its previous learning. 

For example, we have retrained the same model with training images (60,000) and 
their low contrast versions (60,000); evaluated on test_in2 and test_out2. The results are 
in the following table. 

Table 52. The results of retraining. 
Test set No. of images Previous accuracy Latest accuracy 
test_in2 10,000 99.20% 99.40% 
test_out2 10,000 97.66% 99.40% 

Model output monitoring 

Model output needs to be analyzed to check whether it gives finite and valid results. 
Aside from wrong prediction, a model can also output unidentifiable numbers (i.e., NaN 
value). So, the model should be validated on this especially, after re-training. 

For example, in [47], a tool is described to find input that results Nan value. First, it 
chooses an image from input corpus and mutates it by adding noises. Then it passes the 
image through an ML model and computes the output values and activation vector. If 
any of the output values are Nan, the program halts; otherwise activation vector is 
compared from the previous runs using nearest neighbor algorithm to determine new 
coverage and add that mutated image to input corpus. The newest element is drawn from 
the corpus for the next run. 
Creating additional dataset 

Creating a new or additional dataset and re-training the model is the only way to 
expand the solution space of an AI problem (postal code analysis). For example, if US 
postcode classifier is brought to Japan, it needs to retrain itself using Japanese 
handwritten digits to obtain equivalent performance. 

Conclusion 

Maintenance of machine learning technology helps improving its models both in 
accuracy and robustness. It also helps to build a long-lasting model, real world 
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distribution of data, also corner cases. Therefore, implementing maintenance procedures 
can develop better machine learning solution gradually. 
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10 House price analysis 
10.1 Introduction 

Our goal is to create an example implementation to demonstrate how Machine 
Learning Quality Management (MLQM) Guideline rules can be used to assess internal 
properties of a house price dataset. Here we will discuss about house price problem, a 
regression problem which refers to predict the price of house from the Kaggle datasets. 
This report can be used as a reference for application of the Guideline in evaluation of 
similar AI based systems. 

We expect to achieve the following outcomes by applying MLQM Guideline to an AI 
based product: 

− Detailed analysis of the house price problem and breaking down genuine cases 
− Different techniques for data management and feature reduction 
− Introducing machine learning algorithm to our interest 
− Examining product's quality, safety, and reliability for the end user. 

10.2 Details of business requirement 

10.2.1 Use case 
Prediction of house prices is expected to help people plan to buy a house; the model 

shows them the price range in the future, then they can plan their finance well. Input of 
the model will be the feature of the houses. As output this model will give the price of 
houses based on their facilities. 

10.2.2 Background 
House price prediction can help the estate developer determine the selling price of a 

house and can help the customer to arrange the right time to purchase a house. There 
are several factors that influence the price of a house such as its location, physical 
condition, and the year of its building. To solve this issue an estate agency wants a 
machine learning model that predicts the price of houses with the minimum prediction 
error. 

10.2.3 Purpose/objectives 
• Getting an estimate of the price of a certain house based on its features. 
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• Providing both sellers and buyers with a tool for house price estimation. 

10.2.4 Stakeholders of the product 
Stakeholders of the product considered for this Reference Guide are: 
• Property buyers and sellers 

• Real estate agency, who provides the price prediction service 

10.2.5 Initial demands of the stakeholders 
• Property buyers and sellers and the real estate agency demand that the product 

will give proper estimation of the house prices in the specific region. 
• Property buyers and sellers and the real estate agency expect that the product 

will accept wide range of attributes which impact house prices. 
• Property buyers and sellers and the real estate agency expect that product should 

be simple to use and comprehend. 

10.2.6 Details of the business requirements 
Business requirements for the product to be developed are discussed in detail below 

Functional requirements 

Functional requirements of the final AI system are given below: 
• The AI model will estimate house price based on provided information about 

house feature. 

Non-functional requirements 

Non-functional requirements of the deployed AI system are given below: 
• The AI model performs well with houses in the State of Iowa; houses outside the 

region are considered out of scope. 
• Houses of a wide price range; from cheap to expensive are considered. 
• In case a value is missing for a certain feature, the AI model will continue 

prediction. 
• The AI model should be robust in estimating the price of the houses whose feature 

values are very uncommon. 

Dependencies 

• There are no dependencies issues for this product. 

Constraints 

• Data constraint: owners’ personal information will not be included in the feature 
list though it can influence the price of the property. 
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Risk and concerns 

• Wrong prediction can mislead the distribution in the market. 

10.2.7 Requirements concerning external qualities 
The expected level of quality requirements in terms of three major external qualities 

for the AI software to be developed are given below: 

Safety 

• There is no risk of physical injury related to this product. 

• There is a possibility of economical loss if the price prediction of new and good 
house is not accurate. 

Performance 

• The final AI system should satisfy agreed upon thresholds of the KPI 
measures by the stakeholders and the developers. 

• Balance in accuracy, precision is expected for overall system. 

Fairness 

• There are no identifiable requirements for fairness of the product or service. 

10.2.8 Defining the levels of external qualities 
Table 53. The levels of external qualities to be realized. 

External quality Additional 
specification 

Assumed severity Realized level 

Safety AI safety levels 
for human-
related risks 

No physical damage is 
expected 

AISL 0  

AI safety level 
for economic risk 

Minor loss of profit; 
possible to avoid 
through monitoring by 
humans 

AISL 0.2  

Performance AI performance 
level in general 

KPIs will be identified 
beforehand but 
thresholds for each 
KPI may deviate 
based on other factors 
and best efforts will be 

AIPL 1  
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10.2.9 Conclusion 
This section described from the business standpoint the purpose behind this solution 

including the user's needs and expectations and high-level constraints that could impact 
a successful deployment. It also derived business demands for an AI based product that 
predicts house prices. It will help the developers to evaluate the internal qualities in the 
following sections. 

10.3 Product specification 

Details that can be proposed for product specification can be stated as: 

10.3.1 Model specifications 
• Type of learning: Supervised 
• Type of AI model: Regression 
• Model architecture: Simple deep learning 
• Task to perform: Price prediction 

10.3.2 Data related specifications 
• Data related specifications: List of attributes to consider/attributes to 

ignore/specified values for certain features 

10.3.3 KPI specifications 
• Accuracy: LRMSE, MSE, RMSE etc. 

10.4 Introduction of the datasets 

10.4.1 Exploring dataset 
Here we have chosen ‘House price’ dataset for a regression problem for predicting the 

sale-price of a house. We will use Kaggle dataset [48] for the analysis of the problem. We 
also can build our own dataset as per requirement. 

provided 

Fairness AI Fairness 
Level for overall 
accuracy 

No Identifiable 
requirement for the 
product or service 

AIFL 0 
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10.4.2 Sample of input data 
Now, ‘GarageQual’ is a simple input data for the model. Garage quality is one of the 

features for house price analysis. We have seen values available in our dataset for this 
attribute. The description of the dataset for ‘GarageQual’ shows that the total number of 
data points is 1379 and the number of unique values is 5. There are different types of 
garage qualities, Gd (Good), TA (Typical/Average), Fa (Fair), Po (Poor), NA (No Garage). 
Typical or average number of data is high that is 1311 others are nan-value. 
Feature name: GarageQual, 
dtype: object (description of a single attribute) 

• count     1379 
• unique       5 
• top         TA 
• freq      1311 

10.5 Quality assurance procedures using MLQM Guideline 

After initial investigation of the current dataset, next we explore each of the eight 
characteristics axes (internal qualities) of quality management in response to the 
achievement of two external qualities - risk avoidance and AI performance, as mentioned 
in the first edition of MLQM Guideline. 

• A-1: Sufficiency of requirement analysis 
• A-2: Coverage for distinguished problem cases 
• B-1: Coverage of datasets 
• B-2: Uniformity of datasets 
• B-3: Adequacy of data 
• C-1: Correctness of the trained model 
• C-2: Stability of the trained model 
• D-1: Dependability of underlying software systems 
• E-1: Maintainability of qualities in use 

10.5.1 A-1: Sufficiency of problem domain analysis 
Definition 

The sufficiency of problem domain analysis deals with analysis of risk factors in 
conventional software and test requirements analysis to include those risk factors when 
a black-box test is conducted. It is required to fully examine data design as “sufficiency 
of data design” in order to secure sufficient training data and test data with respect to 
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various situations systems need to respond to. More specifically, the number and details 
of combinations of attribute values focused on the stage between the preparation of 
training data to the test process is examined at this stage. 

General process or structure of analysis for sufficiency of problem domain analysis is 
as follows. 

• Define the problem domain and check whether we have data for all ranges 
• Identify the corner cases in our problem domain 
• Select important features by applying different types of feature selection method 
• Set up acceptable ranges of variations for the selected features 

Defining problem domain 

For the house price problem, we have 79 features and 1460 data points. Primarily, 
we can say this is our problem domain which has 79 dimensions. 

Data for all possible price ranges 

We need to see if we have data for all possible price ranges. For example, according 
to the United State Census in 2020 [49], only 0.6% of 906,967 occupied houses in Iowa 
cost $1,000,000 or more and their absence in the dataset is probably harmless. In 
contrast, 8.4% of the houses cost less than $50,000 and should be represented in the 
dataset. 

Selecting well-defined feature dimensions 

The attributes and their corresponding attribute values should cover any possible 
data specific scenarios that need to be considered and listed for later analysis like 
coverage or sufficiency. 

Here we have 79 features, which we need to analyze to determine any features to 
exclude and see if there are any new features to add. For feature reduction we can apply 
different methods including PCA, correlation matrix, backward elimination, etc. For 
inclusion of some new features, we need a lot of human effort. 
Example: 

Problems like Kaggle: House Price have lots of features; both necessary and 
redundant. Decreasing this feature space will simplify the evaluation of dataset quality 
as per MLQM Guideline. So, we should not do any dimension reduction to the original 
dataset but feature selection. This will eliminate the unnecessary features only, which 
results in smaller feature space with explainable attributes. 
Filtering by correlation matrix: 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

163 
 

For filtering, first we separated the numerical data. Then we calculated the 
correlation matrix of the numeric dataset. 

Now, we have 38 numerical attributes from there we will select the attributes which 
have >=0.5 correlation factor with the ‘SalePrice’. After the selection, we got 11 attributes 
and the reduced correlation matrix looks like below. 

Figure 90. Correlation matrix for original numeric dataset (38 X 38). 
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This is much simpler than the previous. Still there are some attributes which are 
highly correlated (>=0.8) with each other. We have searched for those attributes and took 
only one of them for our feature space which have higher correlation with ‘SalePrice’ 
than the other. Thus, our selected attributes reduced to only 8 and ‘Saleprice’ is one of 
them. The selected numeric attributes are below.  

'OverallQual', 'YearBuilt', 'YearRemodAdd', 
'TotalBsmtSF', 'GrLivArea', 'FullBath', 
'GarageCars', 'SalePrice' 

In this way, the number of numerical attributes reduces from 36 to only 7. Similar 
reduction can be done for categorical attributes. 

Even though all those seven attributes are worth analyzing, they are too many for 
our analysis here. Instead, we use just the following two features for well-defined feature 
dimensions 
‘GrLivArea’: This attribute is total ground living area in square feet. It is a very common 
information for a house and an important one. 
‘ExterQual’: Similar to the previous attribute, we have listed the categories found in our 
dataset for this non-numerical attribute. 

Selecting ranges within and out of bounds 

The acceptance of variations in the selected features that are to be considered in our 
problem domain should be declared specifically. User requirements should be prioritized 

Figure 91. Correlation matrix for selected features (11 X 11). 
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here. As the designer we define the range of values which we should include and exclude. 
Take, for example, a feature called ‘GrLivArea’. Sale price is closely related to it. The 
United States Census in 2019 [50] shows that houses whose square footage falls in 1,000-
1,499 square feet are most frequent nationwide and the median of square footage per 
person is 700 square feet. Houses in Iowa have in average 1,550 square feet [51], In Des 
Moines, the state capital, new zoning laws make it harder to build small houses (less 
than 1,100 square feet) and easier to build family homes upwards of 1800 square feet. 
But we have old houses from 1930 whose sizes are in low ranges. So here we choose 
acceptance variation for our ground live area to be from 300 to 5000 square feet. 

We have another feature called ‘ExterQual’, a non-numerical feature. It has 
attributes called Ex = Excellent, Gd = Good, TA = Typical/Average, Fa = Fair. As a 
solution designer I will keep this as our acceptance of variation. 

Identifying unsound cases 

Any combination of attributes which looks like impossible need to be excluded from 
our analysis. For example, in some cases the house has a pool, but it does not have the 
area sufficient for a house with a pool. 

Conclusion 

Finally, we have selected two feature ‘GrLivArea’ and ‘ExterQual’ for our analysis 
from 79 feature and these two features are well explained. Now the problem domain 
analysis is complete, and our definitions of their ranges cover all the relevant area. Every 
possible real data can be fit on this dimension. We can say our requirement is fulfilled. 

10.5.2 A-2: Coverage for distinguished problem cases 
Definition of ‘coverage for distinguished problem cases’: 

The term coverage for distinguished problem cases means that sufficient 
requirements analyses are made concerning the situations where machine learning 
based systems are used in real world and their analysis results cover all possible 
situations. 

General process or structure of analysis for coverage for distinguished problem cases: 
• Choose the dataset for the defined problem 
• Apply different types of augmentation or annotation rules to add new features if 

necessary. 
• Check if we have enough data for our potential ranges 

Data management in each feature dimension 

From the above defined problem domain, the numbers of all possible combinations of 
attribute values need to be calculated. 
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• Here, we need to design our dataset that fits our defined problem domain. As it 
is very difficult to make our own dataset, we choose our dataset from available 
data that match our problem domain; for here we are choosing Kaggle house price 
analysis data. First, we need to check if the dataset is like our problem domain. 
For similarity check we can check coverage or distribution in the coverage of 
datasets part. 

• If our dataset is as expected that is fine. If we do not have enough available data, 
then we need to do some augmentation. If we as the solution designer want to 
include new features into the existing data set which have no relation with the 
existing attributes, we need to give some human effort like annotation. 

• Since house price is a discreate dataset numerical augmentation is quite 
impossible. 

• Now we need to check the distribution of the sale prices for checking whether we 
have data for all possible price ranges. Here, we will estimate Iowa state house 
prices, and this is our distribution of sale prices for Iowa. 

When we design the dataset, we find a huge number of combinations of features. As 
a solution designer we need to identify important and less important combinations. From 
problem domain analysis if we want to combine some of the less important features into 
one useful feature, we will introduce numerical method for that purpose. This will help 
reducing the dimensions and complexity of feature space. So that, solution designer can 
eliminate some combinations that are less important or inappropriate or risky. 

Conclusion 

Kaggle House Prices is a regression problem, and its feature space is vast. Neither 
adding new feature nor data augmentation nor feature deletion is feasible. This data is 
not friendly for our data design. If we could define or make our own dataset then the 

Figure 92. Distribution for sale prices. 
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problem would be solved. But since we don’t have enough manpower and time to do so, 
we will use this dataset for the analysis. 

10.5.3 B-1: Coverage of datasets 
The term coverage of datasets means that a sufficient amount of data is given to cases 

covered by establishing the standard distribution as described in the previous paragraph 
without any part being missed or overlooked in response to possible input corresponding 
to those cases. 

General Process or structure of analysis for coverage of datasets: 
• Check coverage for our selected combinations 
• Identify rare or corner cases 
• Try to find out features or some ranges of values we can exclude from the problem 

domain 

Coverage for each combination 

For each described combination of features to be considered, data coverage should be 
calculated and matched against previously set standards of coverage. This depicts the 
range of the training dataset as well as scope of the test dataset. 

• We need to see distribution of our dataset over the feature space covered by 
combinations of ranges in all feature dimensions in the problem domain we 
defined. We should check how well our dataset covers each combination. 

• A complete distribution of training data over both feature dimensions is 
presented in the following table. 

Table 54. Distribution of the training data over the feature space. 
ExterQual 

GrLivArea Ex Gd TA Fa 
5001-6000 1 0 0 0 
4001-5000 2 1 0 0 
3001-4000 2 5 6 1 
2001-3000 25 103 68 0 
1001-2000 21 359 630 5 
0-1000 1 20 202 8 

 
• The defined range of ‘GrLivArea’ is between 300 to 5000 square feet. From this 

table we can see that we have data for all ranges of values of that feature, which 
means the dimension has full data coverage. 
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Identifying rare/corner cases 

For certain combination of cases, there can be lack of data points, but they may be 
extremely important cases. These are considered rare or corner cases. Decisions need to 
be made about the necessity of generating or gathering data with such cases. 

• We must check whether each region is covered by some data or not. For example, 
the region where ‘GrLivArea’ ranges from 5000 to 6000 has only one data point, 
hence this can be considered as rare or corner case. 

Feature deletion 

In some cases, data points may be rare, but it has very little effect on the whole 
system. During model evaluation phase, we can identify such rare cases by fully 
excluding them from training but not from testing. If the outcome is similar, then the 
feature can be said unnecessary. 

• From the table we can see that in ‘GrLivArea’ in the region of 5000 to 6000 we 
have only one data point. We do not have much coverage in that region. We can 
delete or reduce the range but that will create limitation of the model. 

Conclusion 

In this problem we have chosen two features. They have not enough coverage in some 
regions and our model will fail in those regions. If we could add more data for those 
regions, that would be good for our model. But at this time we cannot do so and the 
dataset is not suitable for training and testing the model for those regions. So, we must 
say that coverage of the dataset is not enough for our selected problem. Here our selected 
data set cannot pass this internal quality test. 

10.5.4 B-2: Uniformity of datasets 
Definition 

A concept contrary to coverage mentioned earlier is uniformity of data in relation to 
the overall assumed input data. When each situation or case in datasets is extracted in 
accordance with the frequency of its occurrence in whole data to be input, data is 
considered as “uniform”. 
General Process or structure of analysis for uniformity of dataset: 

• Check the distribution of our selected feature 
• Try to compare between expected and actual distribution 
• Seeing the distribution, we can update our problem domain if it is necessary 
• Finally, we will make the decision 

Enough data for each case 

We need to make sure that there are enough data for every possible case scenario. 
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The distribution of the data points should be measured and analyzed against expected 
distribution. The distribution is expected to follow real world distribution. 
Example: An expected uniform distribution of a training dataset with respect to the 
selected attributes in the defined region of interest is shown in Figure 93. 

The actual distribution is shown in Figure 94. 

In this distribution graph, we can see there are no ‘Ex’ houses below 1000 sq ft and 
the number of houses between 4000 to 5000 sq ft is very small. Similarly, ‘Gd’ houses in 
that range are even less and of ‘TA’ houses there are none in that range. 

There are a few houses with ‘Fair’ external quality which are comparatively smaller 
houses in our defined range of problem domain. Also, the ‘Ground Living Area’ of the 
houses are mostly from 1000 to 3000 sq ft. 

Conclusion 

Here our expected distribution and actual distribution do not match. So, we must say 
that the distribution is not uniform. It can be said that problem domain is well covered, 

Figure 93. Expected distribution on houses for the selected feature space. 

Figure 94. Actual distribution of training data in the selected feature space. 
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but data points are not uniformly distributed. Our selected problem is failing in this 
quality testing measurement. 

10.5.5 C-1: Correctness of trained models 
Definition of ‘correctness of the trained model’ 

The term correctness of trained models means that a machine-learning component 
reacts to specific input data included in learning datasets (consisting of training data, 
test data and validation data) as expected. 

General Process or structure of analysis for correctness of the trained model: 
• Select KPI for the performance checking 
• Check the performance of the model by using the KPI 
• Try to find out the cases where model performance is failing 
• Make the decision after all analysis 

Selecting specific method 

The method of evaluation should be described both for convergence against training 
data and achievement against test data. 
Example: First, we need to select KPI for the performance checking. There are different 
types of KPI for the evaluation. 

• Mean Square Error 
• Root Mean Squared Error 
• Mean Absolute Logarithmic Error 

Mean Square Error: In statistics, Mean Square Error (MSE) is defined as mean or 
average of the square of the difference between actual and estimated values. This is used 
as a model evaluation measure for regression models and the lower value indicates the 
better fit. By using Mean Square Error, we have found error result 3.211. 

𝑲𝑲𝑪𝑪𝒄𝒄𝑪𝑪 𝑺𝑺𝑺𝑺𝒑𝒑𝒄𝒄𝑪𝑪𝑪𝑪 𝑬𝑬𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 =
𝟏𝟏
𝑪𝑪
�(𝑨𝑨𝒑𝒑 − 𝑨𝑨�𝒑𝒑)𝟐𝟐
𝑪𝑪

𝒑𝒑=𝟏𝟏

(33) 

Root Mean Squared Error: (RMSE) is the standard deviation of the residuals (prediction 
errors). Residuals are a measure of how far from the regression line data points are; 
RMSE is a measure of how spread out these residuals are. In other words, it tells you how 
concentrated the data is around the line of the best fit. Root mean square error is 
commonly used in climatology, forecasting, and regression analysis to verify experimental 
results. By using RMSE, we have found error result 1.791 

𝑹𝑹𝑪𝑪𝑪𝑪𝒔𝒔 𝒎𝒎𝑪𝑪𝒄𝒄𝑪𝑪 𝑺𝑺𝑺𝑺𝒑𝒑𝒄𝒄𝑪𝑪𝑪𝑪𝒅𝒅 𝑬𝑬𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 = ��
(𝑨𝑨�𝒑𝒑 − 𝑨𝑨𝒑𝒑)𝟐𝟐

𝑪𝑪

𝑪𝑪

𝒑𝒑=𝟏𝟏

(34) 
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Mean Absolute Logarithmic Error: It is the difference between the measured value and 
“true” value. Since sales price distribution is scattered, we use logarithmic error. By 
using mean absolute logarithmic error, we have found error results 0.7653. 

𝑲𝑲𝑪𝑪𝒄𝒄𝑪𝑪 𝑺𝑺𝒑𝒑𝒄𝒄𝑪𝑪𝒍𝒍𝒑𝒑𝒔𝒔𝑪𝑪 𝑫𝑫𝑪𝑪𝒔𝒔𝒄𝒄𝑪𝑪𝒑𝒑𝒔𝒔𝒕𝒕𝒎𝒎𝒑𝒑𝒄𝒄 𝑬𝑬𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 =
𝟏𝟏
𝑪𝑪
�|𝒍𝒍𝑪𝑪𝒔𝒔 𝑨𝑨𝒑𝒑 − 𝒍𝒍𝑪𝑪𝒔𝒔𝑨𝑨𝒊𝒊� |
𝑪𝑪

𝒑𝒑=𝟏𝟏

(35) 

From the analysis we have seen different measurement by using different types of KPI. 
Now we will compare performances of models trained with datasets of different sizes 
using mean absolute logarithmic error: 
First, we trained and evaluated a fully connected dense layer with data from different 
regions of the dataset coverage table. The results are listed in the table below. 

Table 55. Mean absolute logarithmic errors. 
ExterQual 

GrLivArea Ex Gd TA Fa 

 Data Err. Data Err. Data Err. Data Err. 

5001-6000 1 - 0 - 0 - 0 - 

4001-5000 2 - 1 - 0 - 0 - 

3001-4000 2 - 5 134.567 6 8.69171 1 - 

2001-3000 25 8.95012 103 6.51191 68 18.5707 0 - 

1001-2000 21 40.3462 359 1.44147 630 1.33367 5 46.6369 

0-1000 1 - 20 4.42439 202 3.72669 8 41.8109 

Here, the error is mean absolute logarithmic error obtained from cross validation of 
available data with ‘fold = 4’. We plotted the error results against the number of training 
data. 

Figure 95. Error vs. number of training data interpolation 
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The curve is like exponentially decaying which is as expected. Error is inversely 
proportional to amount of data. 

𝐄𝐄𝐫𝐫𝐫𝐫𝐄𝐄𝐫𝐫 ∝  
𝟏𝟏

𝑪𝑪𝒑𝒑𝒎𝒎𝒑𝒑𝑪𝑪𝑪𝑪 𝑪𝑪𝒇𝒇 𝒅𝒅𝒄𝒄𝒔𝒔𝒄𝒄
(36) 

Performance comparison for different distribution of data 

In the above case, the categorical attribute was inactive during training; it was 
redundant. Now, we want to see how different distributions of attribute affect the 
performance of a model. For this analysis, we have made sub-groups of data like below. 

Table 56. Distribution of data along GrLivArea. 
ExterQual 

GrLivArea Ex Gd TA Fa 

5001-6000 1 

4001-5000 3 

3001-4000 14 

2001-3000 196 

1001-2000 1015 

0-1000 231 

Here, we could have taken all 1460 data points but then distribution of ‘GrLivArea’ 
would have effects too on model performance. From Figure 96 showing the distribution 
plot of this attribute below, we can see most of the data lies between 1001-2000 sq ft. 
By taking only this range, we will minimalize the effect of the distribution of data 
samples with respect to GrLivArea on training and evaluation. 

Figure 96. Distribution of data samples with respect to GrLivArea. 
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So, we took the sub-group with best number of data samples; ‘1001-2000 sq ft 
GrLivArea’. The distribution of the selected sub-group for attribute ‘ExterQual’ is given 
in Figure 97. 

To understand the effect of data distribution, we took three different combination of 
categories and then trained and evaluated using the same previous model. Obtained 
results along with the combinations taken has been summarized in Table 57. 

Table 57. The results of training with data from different combinations of categories. 
Combination of categories Number of rarest data Error 

TA + Fa 

(630 + 5) 

5 1.28569 

TA + Ex 

(630 + 21) 

21 1.18049 

TA + Gd 

(630 + 359) 

359 0.91479 

Here, “Number of rarest data” indicates the number of data available for the rarest 
category in a certain combination. 

Here we can see that when the number of rarest data is low, error rate is become high 
on the other hand when the number of rarest data is high error become low. So, these 
results indicate that having rare cases in dataset is necessary but we need enough 
amount of data samples to represent those cases. 

We have measured the corner case seeing the data distribution. From now a model 
can identify corner cases by measuring the performance of the model. 

Figure 97. Distribution of sub-group of training data 
(GrLivArea: 1001-2000 sq ft) for ExterQual 
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Conclusion 

Prediction accuracy can be shown by KPI. Here we are using mean absolute 
logarithmic error for the KPI measurement. Our model fails in some cases because we 
do not have enough coverage in some regions. From the above analysis we can say the 
more we have data coverage the less error we get. We can also say that the more uniform 
the data are the better the performance is. 

10.5.6 C-2: Stability of trained models 
Definition 

The term stability of trained models means that a machine-learning component 
shows a reaction to input data which is not included in learning datasets sufficiently like 
data in learning datasets. The predictability of behaviors of the machine-learning 
component improves by eliminating unpredictable behaviors caused by low 
generalization capabilities or adversarial examples. Stability is strongly related to the 
machine learning lifecycle so that it needs to be evaluated and enhanced mainly in these 
phases in order to achieve the stability goals 

General process or structure of analysis for stability of the trained model: 
• Select different model for the performance checking 
• Do some parameter tuning and check the loss curve 
• Finally, make the decision 

Example: 
We have some iterative training phase to avoid over-fitting of training datasets through 
separating training datasets and validation datasets. We will monitor the whole training 
process after evaluating the impact of minimal changes in input on output. Now, we have 
chosen a full connected model for ‘House price analysis’ problem. The model architecture 
is given in Table 58. 

Table 58. The architecture of the model used for house price analysis. 
Architecture FC(128)+ReLU 

FC(256)+ReLU 

FC(64)+ReLU 

FC(10)+ ReLU 

Number of trainable parameters 88,449 
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When the batch size is 32 and epochs is 300; our training loss: 0.0212, validation loss: 
0.0514. Figure 98 shows the loss curve for training and testing. 

In Figure 99, we have the same model architecture but doing some hyperparameter 
tunning we get our training loss: 0.0451 and validation loss: 0.1237 when epochs: 100. 
We can see from the loss curve that training and testing curve associate with each other. 

After changing the model architecture, we will check if there any changes impact on 
output. 
Here is our model architecture: 

Table 59. The architecture of the model. 
Layer (type) Output shape Parameter 
dense_84 (Dense) (None, 19) 5776 
dense_85 (Dense) (None, 19) 380 
dense_86 (Dense) (None, 19) 380 
dense_87 (Dense) (None, 19) 380 
dense_88 (Dense) (None, 1) 20 

Trainable params: 6,936 

Figure 98. Loss curve of simple training and testing. 

Figure 99. Loss curve of training and testing with hyperparameter tuning. 
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The training loss: 0.0241 and validation loss: 0.0494, epochs: 100 

Here we can see from those output results that differences in model parameter and 
architecture do not give any difference in the result of the output. We can see that 
training loss and validation loss is corelated with each other, so overfitting problem is 
not happening for our problem. 

Here are some research paper links [52] [53] for measuring stability. 

Conclusion 

The internal quality stability of the trained model can be improved by measuring the 
model’s generalization ability, evaluating the model’s reaction to corner cases or rare 
cases, and evaluating the model’s performance on adversarial examples. The quality 
concerns robustness, that is, the model’s performance for unknown inputs or under new 
environmental conditions. 

10.5.7 D-1: Reliability of underlying software systems 
Definition 

The term reliability of underlying software systems means that training software 
components used in the machine learning training stage and prediction/inference 
software component used when they are executed operate correctly in response to given 
training data or trained machine learning models. In addition to the correctness as 
algorithms, the general quality requirements for software such as fulfillment of memory 
resource constraint and time constraint, and software security are included here. 

General process or structure of analysis for reliability of underlying software 
systems: 

• Language 
• Framework 
• Usage of memory 
• Metaparameters 

Figure 100. Loss curve of training and testing with another model. 
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• Hardware 
• Software security 

Language 

We can work with Python, R, Java, Julia, and Scala for ML. Python language has 
been used for developing this AI. It uses various open-source packages which should be 
version compatible with each other. So, the list of used packages and their versions 
should be provided by the developer. 

Table 60. The list of packages and their versions. 
Programing language Version 
Python 3.6.12 
Package Version 
NumPy 1.18.5 
TensorFlow 2.3.1 
Pandas 1.1.5 
Matplotlib 3.3.2 

Framework 

ML models can be run on a variety of frameworks, all of which run at different speeds. 
The most popular are Keras, TensorFlow, Caffe, Theano, Microsoft CNTK, PyTorch and 
scikit-learn. Each framework is different from the next and was created to suit different 
needs. TensorFlow, Keras and Theano run neural networks very fast, AWS is generally 
robust, and scikit-learn is best for tabular data. Some frameworks allow us to pay to get 
faster results. Here for this project, we use TensorFlow and Keras. 

Usage of memory 

It shows you how much computer memory your model is using, and how much is 
available, so we need to define a minimum and maximum usage of memory when the AI 
device is in operation combining data storage, model parameters, codes/algorithms and 
others. 

− Model architecture and weights: Here we use Hierarchical Data Format (HDF) 
file (.h5), a format sometimes used with Keras, to store trained AI networks and 
their weights. The saved network has 88,449 parameters and takes about 2 MB 
space on the hard drive. 

− Input data: The general meaning of input is to provide or give something to the 
computer, in other words, when a computer or device is receiving a command or 
signal from outer sources, the event is referred to as input to the device. So, the 
memory usage by the input data can be defined after complete design of the 
machine. 
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− Code/algorithm: An algorithm in machine learning is a procedure that is run on 
data to create a machine learning model. Machine learning algorithms learn from 
data or are fit on a dataset. There are many machine learning algorithms. 
Different algorithms written in different programing languages are part of the 
workflow of the machine. Such code does not take much space on hard drive. 

− Dataset for retraining: We need to keep a space for holding dataset for possible 
re-training phase at least the size of the actual dataset. For example, the house 
price dataset takes about 449.88 KB space. 

Metaparameters 

Metaparameters are values input to our ML algorithm that tell it how to behave 
(thereby influencing the training/predicting time of our algorithm). Not all models have 
the same metaparameters. 

− Learning rate (𝜼𝜼, eta): As our learning rate increases, the computational time of 
our model decreases. 

− Number of features: As the number of features in our model increases, the 
computational time of your model also increases. (In NNs, this can be number of 
layers; in KNNs, the value of k; etc.) 

− Number of rounds/epochs: If we increase the number of rounds or epochs for a 
machine learning model, it will take longer to train (but the prediction time is 
the same). 

− Objective: Some ML models are adaptable for different objectives. Different 
objectives have different train and prediction times (usually regression takes 
longer in binary than in count). 

− Early stopping: Some ML implementations allow you to stop training your model 
early (automatically) if your model performs well enough on a validation dataset. 
Adding this early-stopping functionality will never hurt run time. 

− Others: Every ML model has different metaparameters which can influence 
training time that must be attended to. 

Hardware 

Changing the hardware for the model runs on is an expensive though simple way to 
make your model run faster. There are three main processing units: CPUs, GPUs, and 
TPUs. 

Tensor Processing Units (TPUs) are proprietary property of Google that can be 
accessed through Google Cloud and are constantly being improved. They run fast for 
neural networks. They are the chosen processing unit of DeepMind. TPUs have higher 
input/output operations per Joule than any existing GPU. 
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GPUs are faster than CPUs. If anyone increase the number of processing units your 
model runs on, model will train and predict faster. Most image recognition algorithms 
run especially fast on GPUs. Some GANs for image generation only run on GPUs. There 
are some cases where the bit length of the CUDA matrix calculation is different from 
each other. 
Example10: In some version of TensorFlow or Chainer, 32 bits is enough, and 64 bits is 
too much under the consideration of precision of matrix calculation and consumption of 
the memory or resources of calculation. Some versions of Quadro (nvidia) don't support 
the 32bit. In such case, no effect for the acceleration of calculation for 32 bits with the 
expensive Quadro GPU. At that time, 32 bit was supported with the GeForce so people 
tended to use GeForce instead of Quadro. On the other hand, Intel released the 
instruction set and driver software specialized for AI/ML. So, the provider of the 
framework (TensorFlow, Pytorch or so) tends to support both of the implementation 
(CUDA 32bit and Intel driver). Sometimes 16 bits is enough for some business solution 
and GPU was not used in another solution. In the house price problem, we can check 
soundness of our problem by using different environment like using GPU then we can 
compare difference between them by reproduce the result. Our model training using 
house price dataset can be done in reasonable time with 2 GB of RAM and no GPU. The 
best configuration of H/W or S/W will change frequently according to the technical 
progression so the designer should search the current technical information and decide 
the best configuration with good balance. 
Software security 

Security is a major concern when machine operates online. For the themes that the 
solution designer should consider while building the application sets with AI/Machine 
learning functionality, see the chapter on security in the Guideline (Chapter 9 in the 
second edition). 

Conclusion 

It takes not only code, algorithm, data etc., but also the components around to 
construct a complete application when we talk about AI solution. We listed and identified 
some of the most important components of the 'house price prediction' machine in the 
above section. 

10.5.8 E-1: Maintainability of quality during operation 
Definition 

The term maintainability of quality during operation means that internal qualities 

 
10 Based on observations as of ca. 2019. 
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satisfied at the commencement of operation are maintained throughout operation. This 
concept means that internal qualities can fully respond to changes in operational 
environments outside the system and that any change in trained machine learning 
models do not cause unnecessary deterioration of quality. 

It is required to continuously monitor behaviors of machine learning based systems 
and machine learning components for the purpose of checking if the quality fulfilled at 
the commencement of operation is maintained throughout the operation period. 

General Process or structure of analysis for Maintainability of quality during 
operation: 

• Accuracy (KPI) monitoring 
• Model output monitoring 
• Input data monitoring 

Accuracy (KPI) monitoring 

Accuracy monitoring directly measure the accuracy of trained machine learning 
models. This monitoring is divided into some patterns in accordance with the method of 
collecting correct answers to inference results of trained machine learning models 
required for calculating the accuracy. 

Model output monitoring 

Model output monitoring is further categorized into a case where each output 
inference is checked by experts as in the case of medical diagnostic and a case where all 
inferences are checked altogether after a certain period. 

Input data monitoring 

Input data monitoring refer to the monitoring of results of inferences made by a 
trained machine learning model and the monitoring of its input data. The monitoring 
methods can be done human monitoring in case of house price prediction data. We need 
to check how to handle cases where quality deteriorates. 

Conclusion 

For this internal quality we did not show any particular results, but maintenance of 
machine learning technology helps improving its models both in accuracy and robustness. 
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11 Automated guided vehicle 
This section presents just business requirement description of an automated guided 

vehicle as an example of such description developed with more detailed specifications of 
its usage and environmental conditions than the other example. 

11.1 Product name 

Functional Safety Transport Vehicle DRC-X 

11.2 Use case 

The following use cases are assumed for this transport vehicle. 
1. The service provider uses special software to input map information and 

destinations for the facility in advance. 
2. The user loads the cargo in the cargo bed, selects a destination if necessary, and 

starts the vehicle. 
3. The destination can be selected according to the schedule or by the user using 

the screen of the control unit. The system may also receive commands from an 
external system that manages the transport. 

4. After a warning tone is emitted to notify people around the vehicle that the 
vehicle is about to move, the vehicle will start moving and automatically travels 
to the destination. In this case, real-time monitoring is not required. 

5. An upper limit is set for the traveling speed of the transport vehicle. The upper 
limit is automatically changed according to the traveling conditions. 

6. Acceleration and deceleration should be such that there is no concern about 
stability, such as a collapse of cargo. 

7. The transport vehicle travels while bypassing obstacles. If an obstacle 
approaches in the direction of travel and a collision is foreseen, the vehicle will 
slow down by reducing the upper speed limit. However, if the vehicle passes near 
a human, it will slow down regardless of the above. If it is unclear whether the 
obstacle is a human or a non-human, it assumes that it is a human. 

8. The vehicle shall stop when it comes close enough to an obstacle to collide with 
it. If the obstacle is far enough away after the vehicle detects the closeness and 
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stops, the vehicle shall emit a warning sound after a certain time and start 
running with the upper speed limit restricted to a low speed, and then gradually 
release the restriction. 

9. Even if the obstacle remains close to the vehicle after a certain period has passed 
after the vehicle detects the closeness and stops, if there is a direction in which 
the vehicle can proceed without any obstacles, the vehicle will emit a warning 
sound to notify the people around it that the vehicle is about to move, limit the 
speed to a very low speed, and attempt to escape by proceeding in a direction 
without any obstacles. After escaping, the vehicle will stop at once and resume 
normal driving after emitting a warning sound to notify people around the 
vehicle that the vehicle is about to move. 

10. When the vehicle arrives at the destination, the vehicle will stop, and a warning 
tone will be emitted to notify users that the vehicle has arrived. The user shall 
unload the luggage from the vehicle. 

11. An emergency stop switch is located on the outside of the vehicle, and pressing 
the switch will stop the vehicle reliably. At this time, the vehicle automatically 
notifies the service provider of the warning. Even if the emergency stop switch 
is returned to its original position, the vehicle will remain stationary until the 
service provider releases it. 

12. The vehicle automatically moves to the standby position according to the user's 
instructions, the service provider's remote commands, or the schedule. 

13. The service provider shall conduct periodic inspections. 
14. The developer shall supply replacement consumable parts and perform repair 

services over a period of time. 
15. If the vehicle detects an abnormality, such as a complete loss of position or a 

malfunction, the vehicle will stop, and a warning will be sent to the service 
provider. 

16. If the vehicle is stopped for a long period of time, or if there is any other 
abnormality, the service provider will visit the site or act remotely. 

17. The service provider can obtain onboard camera images and location information 
remotely and can give direct driving instructions. However, driving instructions 
that ignore proximity judgments of obstacles must be given in presence, not 
remotely. 

18. When disposing of the device, remove the battery and entrust disposal to an 
industrial waste disposal company. 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

183 
 

11.3 Business requirements 

11.3.1 Background 
As the working population declines, there is a growing need for automated transport 

vehicles to meet the manpower-saving needs of commercial facilities, factories, and 
logistics sites. To make use of such vehicles in more various workplaces, it is desirable to 
use a system that does not require a dedicated lane and shares the same activity space 
with humans. In this case, safety is a critical issue, and not only to avoid harmful 
collisions, but also to control behavior that may causes surprise and anxiety. This is in 
contradiction to the availability perspective, where transportation should be achieved by 
moving as fast as possible. Therefore, it is desirable that a system prioritizes speed only 
when doing so is safe and causes no anxiety to people. 

11.3.2 Purpose/objectives 
To ensure safety, including the risk of failure. 
For the purpose of reducing the feeling of uneasiness in the surrounding people by 

changing the behavior of the automated guided vehicle, object detection AI is used to 
determine if there is any human in the environment. 

11.3.3 Stakeholders of the product 
Stakeholders of the product considered for this Reference Guide are: 
• Developer (manufacturer of the vehicle) 
• Service provider (who sets up the system to suit the workplace, and performs 

maintenance and remote monitoring) 
• Users (who use the vehicles in the workplace, and do not have to be the same on 

the sending and receiving sides). 
• Pedestrians 
• Industrial waste companies 

11.3.4 Initial demands of the stakeholders 
• Developer: wants to collect operational data by the vehicle to be used for future 

development. 
• Service provider: wants to operate a useful system with little manpower. 
• Users: want high-speed transfer services with a safety premise. 
• Pedestrians: want the system to be safe and secure. 
• Industrial waste companies: want to dispose of waste without danger. 
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11.3.5 Details of the business requirements 
Business requirements for the product to be developed are discussed in detail below 

Assumptions 

• The workplace of the transport vehicle is an indoor walkway in a large facility such 
as a warehouse or factory. 

• There is no possibility of the vehicle entering stairs, escalators, or steps because of 
obstacles such as roadblocks. 

• The same walkway may be used by trolleys, people, and other transport vehicles. 
• There are no animals, infants, or other beings in the driving environment that could 

maliciously or unintentionally jump into the transport vehicle. 
• All safety-related obstacles are at a height that can be detected by the 2D Lidar of 

the transport vehicle. 
• Environmental conditions, such as lighting, are suitable for the sensors. 
• The cargo to be loaded is not at risk of collapse or leakage. 
• The object detection AI requires real time processing power of 30 fps or more with 

computing resources equivalent to NVIDIA GeForce RTX2060 Mobile. For this 
purpose, a network model based on DarkNet or a similar architecture is applied. 

• The object detection AI model uses a generic trained network model. 

Dependencies: 

• The system must have a communication method to call the service provider in case 
of abnormalities. 

• If the system depends on an external system to specify the destination, the API must 
be additionally supported. 

Constraints 

• The maximum speed is 6 km/h, based on the provisions for electric wheelchairs in 
the Road Traffic Law. 

• In accordance with the JIS D 6802 standard for automatic guided vehicles, the 
vehicle shall continuously emit a warning sound, and when turning or backing up, 
the vehicle shall notify people around the vehicle with a blinker or backing up sound. 

Functional requirements 

• There shall be no collision causing harm to pedestrians and also no minor harm such 
as pressing or scratching. 

• An emergency stop button shall be located on the vehicle's body in an easy-to-press 
position, and the vehicle should completely stop when the button is pressed. 

• Even if the object detection AI results are incorrect, there shall be no collision 
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causing harm to obstacles or passengers. 
• The vehicle's 2D Lidar and driving control system shall be constructed as a safety-

related system to detect single faults. 
• The vehicle shall be equipped with 2D Lidar for obstacle detection, estimate its own 

position, and autonomously determine its direction of travel. 
• Depending on the driving direction and speed, the vehicle determines the area to 

deal with obstacles and the upper speed limit for each area, and for each obstacle 
detected in a closer area, the vehicle decelerates gradually to stop before a collision. 

• The vehicle is equipped with a camera capable of acquiring color images and depth 
information for object detection AI. 

• The object detection AI performs instance segmentation on surrounding objects. The 
label output should be grouped in three categories: "human", "non-human", and 
"unknown". 

• In general, the label output of a training dataset is classified into various categories. 
Output stage of a network should have additional filters to gather them into the 
above three categories. 

• Labels are assigned to objects that entered into the obstacle response area based on 
the output of the object detection AI and the point cloud information from Lidar. 

• When passing near an obstacle, if the object is not certain to be a "non-human", the 
vehicle should slow down and pass through even if there is no fear of collision. 

• The learning dataset for object detection AI should include not only persons but also 
expected objects in the environment (desks, chairs, boxes, carts, printers or copiers, 
shelves, etc.). 

• The training dataset must be validated by an organization other than the dataset 
creator. 

• For objects that exist over a wide area in the same plane such as floors, walls, 
ceilings, the decision should be made by plane extraction using point cloud data, not 
by object detection AI. 

Non-functional requirements 

• Service provider shall immediately take action in case of abnormalities. 
• Users should receive training and become proficient in the operation of the vehicle. 
• The user should have accident insurance in case of emergency. 
• There shall be no unreasonable invasion of privacy by information collected by 

sensors and cameras. 

Out-of-scope issues 

• It is not assumed that anyone will be riding on the transport vehicle. 
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• It is not assumed that the transport vehicle is used in a situation so crowded that it 
makes difficult for the vehicle to drive. 

Risks and concerns 

• Risk of harm caused by abnormal behavior as a result of multiple simultaneous 
failures of safety-related systems. 

• Risks of harm caused by falling from steps or colliding with people or obstacles that 
are difficult to detect with 2-D LiDAR. 

• Risks of traffic congestion or blockage due to traffic concentration of similar vehicles. 
• Risks of spreading hazards such as dirt, illness, or fire as a result of driving. 
• Risks of information leakage, disguised driving commands, or abnormal behavior 

caused by cyber-attacks. 

11.3.6 Requirements concerning external qualities 
The expected level of quality requirements in terms of three major external qualities 

for the AI software to be developed are given below. 

Safety 

• The motor power of this product may cause physical damage resulting in serious 
injury or death due to a collision. 

• Crashes into the environment may result in economic loss, such as destruction of 
equipment. 

• Improper handling of charging equipment may result in fire or other hazards. 

Performance 

• The transport vehicle system should satisfy the thresholds of KPI indicators agreed 
upon by stakeholders. 

• The entire system should have a good balance between processing speed and safety. 
• The 2D Lidar should support functional safety equivalent to SIL2 and be able to set 

a safety protection area equivalent to a travel distance of at least 3 seconds at 
maximum speed. In addition, it must be able to acquire point cloud information for 
a distance of at least three times that distance. 

• The vehicle needs to be equipped with an electromagnetic brake that activates the 
braking state when the power is shut off. 

• The object detection AI shall be capable of processing at least 30 frames per second. 
• The label output of the object detection AI shall be less than 10% "non-human" for 

humans and more than 50% "non-human" for non-humans. 
• The object detection AI should use training data that can determine that a person 

in a wheelchair is also a human. 
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Fairness 

There are no identifiable requirements for fairness of the product or service. 

11.3.7 Defining the levels of external qualities 
The functional safety level of this product except for the object detection AI is 

supposed to achieve SIL 2 defined in IEC61508. 
Based on MLQM Guidelines, the following are the levels of external quality required 

for the object detection AI.  
External Quality Additional 

specification 
Assumed severity Realized level  

Safety AI Safety Level for 
human-related 
risks 

No physical 
damage is 
expected 

AISL 0  

AI Safety Level for 
economic risks 

Minor loss of 
profit; impossible 
to avoid through 
monitoring by 
humans 
 

AISL 1 
 

Performance AI Performance 
Level in general 

KPIs will be 
identified 
beforehand but 
thresholds for each 
KPI may deviate 
based on other 
factors and best 
efforts will be 
provided 

AIPL 1 
 

Fairness there are no identifiable requirements 
for fairness of the product or service 

AIFL 0 

11.4 Conclusion 

This case is described from a business perspective, including the needs and 
expectations of the user, the objectives behind the solution, and the high-level constraints 
that may affect the success of the deployment. Here, we have derived the business 
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requirements for automated transfer vehicles. This report is a snapshot on the PoC exit 
phase and help developers to assess the internal quality in the next steps. 
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Appendices 
A. Business requirement description 

In the beginning of each example application, hypothetical business requirements 
are derived for a fictional AI product. Developers of a product usually receive this kind 
of formal requirements from the entities that want the product to be developed (service 
providers/owners). The authors of the Reference Guide set the requirements themselves 
in this section just as an example so that it can be used to evaluate the internal qualities 
throughout the entire product development process in the next phase. 

In many cases, the presented document with the given business requirements may 
not reflect actual scenarios. Following are some clarifications about the presented 
business requirements that can help the readers understand its purpose, applicability, 
and limitations. 

A.1 Choice of stakeholders 
Business requirements (BRs) are supposed to come from the needs of the 

stakeholders of the related product. So, identifying all the stakeholders for the product 
can lead us to different perspectives of the BRs. 

However, MLQM Guideline helps the stakeholders who are primarily concerned with 
safety, performance, and fairness related requirements. While choosing relevant 
stakeholders, the reference guide examples have the same intention. For this reason, the 
most relevant stakeholders are mentioned whose demands have a direct impact on the 
functional and nonfunctional requirements of the product. 

A.2 Recursive adjustments 
It is acknowledged that business requirements for a product/service are usually set 

after multiple iterations of discussion and adjustments between the service providers 
(entity who wants the product/service to be developed) and developers (entity who will 
develop the product). Even though the iterative process is followed while writing the 
business requirement descriptions, only the finalized business requirements are 
mentioned for simplicity and limited scopes of the reference guide. 

A.3 Choice of perspective 
Usual business requirement documents cover various perspectives that are related 

to every phase of product life cycle. For example, some key elements of a business 
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requirement description (BRD) such as constraints and dependencies often contain non-
technological perspectives. They may be related to financial or schedule related 
requirements. The presented BRDs do not mention them since they are outside the scope 
of the reference guide. In real cases, such requirements are included in BRDs and 
maintained accordingly. 

A.4 Requirements of additional systems 
The entire product/service often has elements other than the AI module. Monocular 

cameras capturing video streams and systems that extracts images from the videos can 
be such examples for autonomous vehicles. Usually, BRDs contain requirements related 
to those additional parts as well. However, the reference guide is concerned about 
evaluating qualities of the AI part of the system only. Hence, in the presented BRDs, 
only the requirements that are closely related to the development of AI systems are 
included. 

A.5 Choice of format 
In real cases, there is practice of writing business requirements, functional 

requirement specifications (FRS) and software requires specifications (SRS) individually. 
For simplicity, the presented BRDs may include elements from traditional FRS and SRS. 
Here, the goal is not to standardize the structures of these documents, rather it is to 
exemplify how MLQM Guideline can be incorporated with such documents and how it 
can assist service providing entities to express their expected quality goals more 
explicitly. 

After realizing the expected quality requirements of a product, it should be evident 
which aspects are mandatory during development and where achieving the best possible 
solution is enough. This realization can be distinctively expressed using external quality 
levels mentioned in MLQM Guideline. For this reason, at the end of BRDs, requirements 
are expressed in terms of external quality axes of the Guideline to make them clear and 
comprehensive for the developers. 

It is not mandatory to identify external quality levels in a business requirement 
document. However, this practice can undoubtedly straighten up expectations of quality 
goals to achieve for both service providers and developers. 
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B. Surprise adequacy 

Surprise adequacy [19] is a mechanism that study the quality of the data in a dataset. 
For this purpose, surprise adequacy defines an adequacy criterion that quantitatively 
measures behavioral differences of validation to the training data. For the measurement, 
surprise adequacy uses activation trace (AT) to follow the activation of the neurons. Let 
N={n1, n2 , . . .} be a set of neurons that constitutes a neural network N, and let X={x1 , 
x2 , . . .} be a set of inputs. The activation value of a single neuron n with respect to an 
input x is defined as αn (x). For an ordered set of neurons, let N⊆N, αN(x) denote a vector 
of activation values, each element corresponding to an individual neuron in N: the 
cardinality of αN(x) is equal to |N|. αN(x) is the activation trace of x over the neurons 
in N. Therefore, for the set of inputs X, we can define the activation traces as 
AN(X)={αN(x)|x∈X}. 

Regarding surprise adequacy, it is computed the activation traces of all training data 
(AN(T)). After that, surprise adequacy computes the activation trace of a new input x 
from the validation data (AN(x)). The result is obtained comparing the AN(x) to AN(T). 
There are different mechanisms to compare them, but for this reference guide we are 
only using distance-based surprise adequacy (DSA). We do not discard to use different 
comparison mechanisms for surprise adequacy in the future. It is not the objective of this 
reference guide to explain in more detail surprise adequacy, activation traces and DSA. 

DSA has been defined using the Euclidean Distance between the AT of a new input x 
and ATs observed during training: 

 
𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒄𝒄 = ‖𝒄𝒄𝑵𝑵(𝒙𝒙)− 𝒄𝒄𝑵𝑵(𝑿𝑿𝒄𝒄)‖ (37) 
𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒑𝒑 = ‖𝒄𝒄𝑵𝑵(𝑿𝑿𝒄𝒄) − 𝒄𝒄𝑵𝑵(𝑿𝑿𝒑𝒑)‖ (38) 

𝑫𝑫𝑺𝑺𝑺𝑺(𝒙𝒙) =
𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒄𝒄
𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒑𝒑

(39) 

 
Additionally, we have defined 3 more DSA measurements, that we have given the 

name of DSA1, DSA2 and DSA3, being DSA0 the original DSA explained before. These 
new DSAs are used to detect the corner cases in a dataset. Figure 101 represents the 
differences among these DSAs. DSA1 compares x’s novelty in its belonging class and its 
class novelty to other classes. dista is the same as DSA0. 
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𝒙𝒙𝒑𝒑 = 𝐚𝐚𝐫𝐫𝐚𝐚𝐚𝐚𝐚𝐚𝐥𝐥
𝒄𝒄𝒙𝒙𝒑𝒑∈{𝑪𝑪−𝒄𝒄𝒙𝒙}

𝒙𝒙𝑪𝑪−𝒙𝒙𝟐𝟐 ‖𝒄𝒄𝑵𝑵(𝒙𝒙) − 𝒄𝒄𝑵𝑵(𝒙𝒙𝒑𝒑)‖ (40) 

𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒑𝒑 = ‖𝒄𝒄𝑵𝑵(𝒙𝒙) − 𝒄𝒄𝑵𝑵(𝒙𝒙𝒑𝒑)‖ (41) 
 
DSA2 compares the testing data x to data of all classes. 
 

𝒎𝒎 =
𝟏𝟏
𝒌𝒌
�𝒙𝒙𝒑𝒑

𝒌𝒌

𝒑𝒑=𝟏𝟏

, �𝒙𝒙𝒑𝒑�𝒄𝒄𝒙𝒙𝒑𝒑 = 𝒄𝒄𝒄𝒄� (42) 

𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒄𝒄 = ‖𝒄𝒄𝑵𝑵(𝒙𝒙) − 𝒄𝒄𝑵𝑵(𝒎𝒎𝒄𝒄)‖ (43) 
𝒅𝒅𝒑𝒑𝒄𝒄𝒔𝒔𝒑𝒑 = ‖𝒄𝒄𝑵𝑵(𝒙𝒙) − 𝒄𝒄𝑵𝑵(𝒎𝒎𝒑𝒑)‖ (44) 

 
where, ma represents the center of class ca (ca =cx); mb is the nearest center point of class 
cb, (cb ∈ {C – cx}). 

DSA3 compares the center of the neighborhood of data x to the k-nearest 
neighborhood. dista and distb are the same as DSA2, but: 
 

𝒎𝒎 =
𝟏𝟏
𝒌𝒌
�𝒙𝒙𝒑𝒑

𝒌𝒌

𝒑𝒑=𝟏𝟏

, �𝒙𝒙𝒑𝒑�𝒄𝒄𝒙𝒙𝒑𝒑 = 𝒄𝒄𝒄𝒄 & 𝒙𝒙𝒑𝒑 ∈ 𝑵𝑵𝒌𝒌(𝒙𝒙)� (45) 

 



Reference Guide to  National Institute of 
Machine Learning Quality Management  Advanced Industrial Science and Technology 

193 
 

For the experiments in the main chapters, corner cases that has more than 1 in their 
distance are removed from the BDD100k dataset. The idea is to detect and remove the 
corner cases from the training dataset and re-train all detection models: Yolov3 + ASFF, 
Yolov4, Yolov5, Fast R-CNN and MobileNetv2. 
  

Figure 101. Diagram of Four Types of DSA:  
the Original DSA0 (a), DSA1 (b), DSA2 (c) and DSA3 (d) 
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C. 1-pixel change 

In the literature, there are three widely used distance metrics for generating 
adversarial examples, all of which are Lp norms. 

The Lp distance is written ||x – x0||p, where the p-norm ||·||p is defined as : 
 

‖𝑲𝑲‖𝒑𝒑 = ��|𝑲𝑲𝒑𝒑|𝒑𝒑
𝑪𝑪

𝒑𝒑=𝟏𝟏

�

𝟏𝟏
𝒑𝒑

(46) 

 
1. L0 distance measures the number of coordinates i such that xi ≠ x’i . Thus, the L0 

distance corresponds to the number of pixels that have been altered in an image. 

2. L2 distance measures the standard Euclidean (root mean-square) distance 
between x and x’ images. The L2 distance can remain small when there are many 
small changes to many pixels. 

 

 
3. L∞ distance measures the maximum change to any of the coordinates: 

Figure 102. L0 Image Example 

Figure 103. L2 Image Example 
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‖𝒙𝒙 − 𝒙𝒙′‖∞ = 𝐚𝐚𝐚𝐚𝐱𝐱(|𝒙𝒙𝟏𝟏−𝒙𝒙′𝟏𝟏|, … , |𝒙𝒙𝑪𝑪 − 𝒙𝒙′𝑪𝑪|) (47) 

 
 FGSM uses L∞ to generate adversarial examples. The definition of FGSM also 

explains its name: It is the gradient of the loss function, and because of the L∞ bound on 
the perturbation magnitude, the perturbation direction is the sign of the gradient. 

For evaluating robustness, the maximum safe radius (MSR) is often used. MSR for 
the image A and the trained model (classifier) f is the distance such that 
 

𝑲𝑲𝑺𝑺𝑹𝑹(𝑺𝑺,𝒇𝒇) = 𝐚𝐚𝐚𝐚𝐱𝐱�|𝑺𝑺− 𝑺𝑺′|𝒑𝒑|𝒇𝒇(𝑺𝑺) = 𝒇𝒇(𝑺𝑺′) � (48) 

 
In other words, MSR is the distance to the nearest adversarial example. 

Regarding the BDD100k, the solution designer estimated the MSR for each label. 
Nevertheless, due to the research already has FGSM that is L∞, the solution designer 
tries to generate adversarial examples of L0 and/or L2. It has been tried to develop a 
method for L2 without success, however it was possible to generate adversarial examples 
using L0. This means, it could only use p=0 for the adversarial generation. L0 is based on 
adding noise to images changing pixels on images. Therefore, the solution designer 
developed 1-pixel attack method that is based on L0. 
  

Figure 104. L∞ image example 
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D. Summaries of assessments 

This section presents tables showing summaries of assessments conducted for each 
of the first four examples given in this Guide. The tables also list assessments that are 
mentioned but conducted only partially or not performed at this time. That certain 
assessments were not fully conducted does not indicate that they are of less importance. 
The reasons why they were not conducted fully vary and are often constraints on 
availability of data or other resources. 

D.1 Autonomous driving vehicle 
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D.2 Visual inspection of metal casting 
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D.4 Postal code analysis 
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D.5 House price analysis 
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E. Quality assessment sheets 

A complete, blank set of the quality assessment sheets presented in Chapter 6 are 
shown below. It also includes examples of using some of the sheets. For further 
description of how to use the sheets, see Chapter 6. 
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An example of using the system requirement analysis sheet 
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An example of a risk map for the system risk assessment sheet 
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An example of using the dataset assessment sheet 
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